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Abstract

This is a review article on the topology of the space, so called, Fredholm–Lagrangian–Grass-
mannian and the quantity “Maslov index” for paths in this space based on the standard theory of
functional analysis. Our standing point is to define the Maslov index for arbitrary paths in terms
of the fundamental spectral property of the Fredholm operators as an intersection number with
the “Maslov cycle”. This argument was first recognized by J. Phillips and was used to define the
“Spectral flow” not only for loops but also for arbitrary paths of selfadjoint Fredholm operators.
We make the arguments as elementary as possible.
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1. Introduction

This is a review article. We develop a unified theory of the topology of the space
“Fredholm–Lagrangian–Grassmannian” and the theory of the “Maslov index” for arbitrary
paths in this space. Most of the contents in this article are treated in the papers[4–6,14].
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Also there are already many papers which treat with more or less similar topics with this
paper ([8–11,16,24,29–31]and others).

Even so our method to treat with this topics, especially the treatment of the Maslov
index is different from other papers and so, the whole theory should be rewritten in a
self-contained and complete form for being well understood and we hope this article would
provide a reasonable framework of this subject. We would like to emphasis here that the
method for defining the Maslov index for paths with fixed end points is quite natural and
elementary as an intersection number with the “Maslov cycle”. This follows from the basic
spectral property of the Fredholm operators and the method is of course valid for finite
dimensional cases. We believe that these points must be important, and should be known
widely, since in the applications it naturally appears the requirement to treat with such an
integer for not only loops, but also paths of Lagrangian subspaces in an intrinsic way. Here
neither we need any generic arguments which was assumed in the paper[29], nor we rely
on quantities, “Leray index” and “Kashiwara index” which are only defined for the finite
dimensional cases[8,16,17,24,30].

There are many places in which the Maslov index and related quantities appear, and so
here we do not mention them, since they are explained and treated in many articles cited
above according to their subjects. Here we only concentrate to explain the basic theory of
the topology of the Fredholm–Lagrangian–Grassmannian and the Maslov index for paths
from the point of view of the standard theory of functional analysis.

The main method in this article is in the analysis of operators on Hilbert spaces but
the arguments should be carefully carried out, simply because it is in the infinite dimen-
sion. There are many parts which are similar to finite dimensional cases, but also there
are many parts which are not just a generalization of the finite dimensional cases. We
will make clear the differences of the infinite dimensional case from finite dimensional
cases.

We avoid to base on a general theory of the infinite dimensional manifold theory and
try the treatments as elementally as possible and to be self-contained. However we must
recognize several highly non-trivial facts like:

(a) Kuiper’sTheorem A.1.
(b) Palais’sTheorem A.3.
(c) The spaces of certain class of Fredholm operators are identified as classifying spaces

for K and KO-groups.

In Section 2we just begin from the basic facts in symplectic Hilbert space and the space
of their Lagrangian subspaces. Especially we explain the“Souriau map” precisely and give a
proof for determining the fundamental group of the Fredholm–Lagrangian–Grass- mannian.
In Section 3we define the Maslov index for paths and the “Hörmander index” in the infinite
dimension and construct the universal covering space of the Fredholm–Lagrangian–Grass-
mannian. Also we discuss the Maslov index with the relations between certain bilinear
forms. In Section 4we summarize the finite dimensional cases and extend the quantity
“Kashiwara index” (“cross index”) to any triples of unitary operators. InSection 5we treat
with polarized symplectic Hilbert spaces and prove a symplectic reduction theorem in the
infinite dimension. Finally inSection 6we explain an example in this framework and a
formula relating with “Spectral Flow”.
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2. Symplectic Hilbert space and Lagrangian subspace

We start from the definition of the symplectic Hilbert spaces and their isotropic, involutive
and Lagrangian subspaces and operations among them.

2.1. Symplectic Hilbert space

Let (H, 〈•, •〉, ω) be a (real and separable) Hilbert space with an inner product〈•, •〉 and
we assumeH has a symplectic formω(•, •), that is, a non-degenerate, skew-symmetric
bounded bilinear form.

Here we mean that the bilinear formω is non-degenerate in such a sense that the linear
map

ω# : H → H∗ (= dual space), ω#(x)(y) = ω(x, y) (2.1)

is an isomorphism between the Hilbert spaceH and its dual spaceH∗. In finite dimensional
cases, the injectivity of the mapω# implies that it is an isomorphism, but in the infinite
dimension this does not hold automatically. In our case we call the Hilbert space as a
symplectic Hilbert space.

In the theory below we do not replace the symplectic formω after once it is introduced
on the real Hilbert spaceH , but we may always assume that there exists an orthogonal
transformationJ : H → H such thatω(x, y) = 〈Jx, y〉 for anyx, y ∈ H andJ2 = −Id by
replacing the inner product with another one which defines an equivalent norm onH .

We give the proof of this fact inAppendix D.
So from the beginning we can assume the following relations:

tJ = −J, 〈Jx, Jy〉 = 〈x, y〉 andω(Jx, Jy) = ω(x, y) for all x, y ∈ H.

HeretJ denotes the transpose ofJ with respect to the inner product〈•, •〉. In this case we
call these quantities, the symplectic formω, the inner product〈•, •〉 and the almost complex
structureJ are compatible each other.

Example 2.1. Let E be a real separable Hilbert space andE∗ its dual space. We denote
the identification betweenE andE∗, byD : E → E∗; E 
 x �→ D(x)(•) = 〈•, x〉 ∈ E∗
(Riesz Representation Theorem). We can introduce an inner product on the dual spaceE∗
through the mapD in an obvious way and then the direct sumH = E⊕E∗ has a naturally
defined skew-symmetric bilinear form

ω : H ×H → R,

ω(x⊕ φ, y ⊕ ψ) = ψ(x)− φ(y) = 〈J(x⊕ φ), y ⊕ ψ〉,
where the almost complex structureJ : H → H is given as

J(x⊕ φ) = D−1(φ)⊕ −D(x).

Example 2.2. LetA be a densely defined closed symmetric operator on a Hilbert spaceL.
LetD(A) (respectivelyD(A∗)) be the domain ofA (respectivelyA∗) and we impose the
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graph inner product onD(A∗): 〈x, y〉G = 〈x, y〉 + 〈A∗(x), A∗(y)〉. ThenD(A∗) becomes a
Hilbert space andD(A) is a closed subspace inD(A∗)with respect to this graph norm. Letβ

be the factor spaceβ = D(A∗)/D(A). We can introduce a non-degenerate anti-symmetric
bilinear formω onβ by

ω([x], [y]) = 〈A∗(x), y〉 − 〈x,A∗(y)〉, (2.2)

where we denote by [x], the class ofx ∈ D(A∗) in β.
It will be apparent of the well-definedness of the formω just from the definition of the

adjoint operator.
We will note the non-degeneracy of the formω: the factor spaceβ is identified with the

orthogonal complementD(A)⊥ ofD(A) inD(A∗) with respect to the graph inner product.
It is characterized as follows:

D(A)⊥ = {x ∈ D(A∗)|A∗(x) ∈ D(A∗) and A∗(A∗(x)) = −x}.
From this characterization we know at once thatA∗ restricted toD(A)⊥ is an orthogonal
transformation into itself and defines an almost complex structure onD(A)⊥ and moreover
we have

ω([x], [y]) = 〈A∗(x), y〉 − 〈x,A∗(y)〉 = 〈A∗(x), y〉 + 〈A∗(A∗(x)), A∗(y)〉
= 〈A∗(x), y〉G.

This equality shows that our Hilbert spaceβ with the symplectic formω defined above
together with the almost complex structureA∗ (after being identified with the orthogonal
complementD(A)⊥) is a symplectic Hilbert space with a compatible symplectic form, inner
product and the almost complex structure.

We will deal with this example inSection 6together with a homotopy invariant, so called,
“Spectral flow” of a family of selfadjoint Fredholm operators.

Example 2.3. Let π : E → M be a real vector bundle on a manifoldM with a bundle
map of almost complex structuresJ : E → E, J2 = −Id. By introducing a suitable
inner product onE and a (smooth) measure onM we have a Hilbert spaceL2(M,E) of
L2-sections ofE with a symplectic form defined by the bundle mapJ in an obvious way.

When we regard the real Hilbert spaceH as a complex Hilbert space through the almost
complex structureJ with the Hermitian inner product〈•, •〉J = 〈•, •〉 − √−1ω(•, •), we
denote it byHJ , and we denote the group of unitary transformations onHJ by

U(HJ) = {U ∈ B(H)|UJ = JU and tUU = U tU = Id},
whereB(H) denotes the space of bounded linear operators on the real Hilbert spaceH .

For a subspaceµ in H , let us denote byµ◦ the annihilator ofµ with respect toω:

µ◦ = {x ∈ H |ω(x, y) = 0 for ally ∈ µ}, (2.3)

and we denote the orthogonal complement (with respect to the fixed inner product〈•, •〉 on
H) of µ byµ⊥.
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Note that we know easily by the definition that for any subspaceµ the annihilatorµ◦ is
closed by the similar way to prove the closedness of the orthogonal complimentµ⊥. Also
by the non-degeneracy assumption of the symplectic form, we have the idempotentness of
the operationµ �→ µ◦. In general we have

Proposition 2.4. (µ◦)◦ = µ̄.

Proof. By the definition of the annihilator it will be apparent thatµ̄ ⊂ (µ◦)◦. Letz0 ∈ (µ◦)◦
and assume thatz0 /∈ µ̄, then there is a bounded linear functionalf onH such thatf = 0
onµ andf(z0) �= 0. By the non-degeneracy assumption of the symplectic formω, we have
an elementu0 ∈ H such thatf(x) = ω(x, u0). Thenu0 ∈ µ◦, butω(z0, u0) �= 0. This is a
contradiction. So there are no suchz0. �

The following properties will be proved easily.

Proposition 2.5. Let µ, ν be subspaces in H, then

(µ+ ν)◦ = µ◦⋂ ν◦, (2.4)(
µ
⋂

ν
)◦ = µ◦ + ν◦. (2.5)

As in the same way with finite dimensional cases we characterize a subspaceµ ∈ H in
the following definition.

Definition 2.6.

(a) Isotropic, ifµ ⊂ µ◦.
(b) Lagrangian, ifµ◦ = µ.
(c) Coisotropic (or involutive), ifµ◦ ⊂ µ.
(d) Symplectic, ifµ is closed andµ+ µ◦ = H (= direct sum).

By the compatibility assumption among the symplectic formω, the inner product〈•, •〉
and the almost complex structureJ the following properties hold.

Proposition 2.7.

(a) If µ is isotropic, then J(µ) is also isotropic and µ ⊥ J(µ).
(b) If µ is Lagrangian, then µ is a closed subspace, J(µ) is also Lagrangian and J(µ) =

µ⊥. Conversely let µ be a closed subspace and assume that µ⊥ = J(µ), then µ is a
Lagrangian subspace.

(c) If µ is coisotropic, then J(µ) is also coisotropic.

If µ is symplectic, thenµ+ µ◦ is a direct sum, however it is not always orthogonal.

Proposition 2.8. If µ is symplectic, then the restriction of the map ω# to each of µ and
µ◦ is isomorphic with µ∗ and (µ◦)∗, respectively. So, by replacing the inner product with



274 K. Furutani / Journal of Geometry and Physics 51 (2004) 269–331

a suitable one so that we can assume that µ and µ◦ are orthogonal and then each is a
symplectic Hilbert space with the compatible structure.

Proof. If we embedµ∗ intoH∗ by extendingf ∈ µ∗ to f̃ being zero onµ◦, then for any
f there is an elementa+ b ∈ µ+µ◦ such thatω#(a+ b) = f̃ and from the assumption,b
must be zero, that is, we have(ω|µ×µ)# = (ω#)|µ. Henceµ is a symplectic Hilbert space.
So isµ◦. Then the rests of the proposition will follow easily fromProposition D.1. �

Remark 2.9.

(a) LetE be a finite dimensional subspace inH such thatE
⋂
E◦ = {0}, thenE is

symplectic in the above sense ofDefinition 2.6(d), that isE ⊕ E◦ = H .
(b) Letλ be a Lagrangian subspace andL be a closed subspace inλ. PutH1 = L+ J(L)

andH2 = L⊥⋂ λ + J(L⊥⋂ λ), thenH1 andH2 are symplectic, of course with the
compatibility assumption of the symplectic structure onH .

2.2. Lagrangian–Grassmannian

LetΛ(H) denote the space of all Lagrangian subspaces ofH . We call this spaceLagran-
gian–Grassmannian of the symplectic Hilbert spaceH .

Remark 2.10.

(a) Letλ ∈ Λ(H), then by the aboveProposition 2.7we have an orthogonal decomposition
H = λ ⊕ J(λ) and by identifying the dual space ofλ with J(λ) we know that any
symplectic Hilbert space is isomorphic with theExample 2.1.

(b) In the symplectic Hilbert space a maximum isotropic subspace is always a Lagrangian
subspace. For the symplectic Banach space (this is defined by the same way as symplec-
tic Hilbert spaces) a maximal isotropic subspace need not be a Lagrangian subspace,
moreover there is a symplectic Banach space which has no Lagrangian subspace (see
[23]). This fact says that a symplectic Banach space is not necessarily isomorphic with
a standard one of the formV ⊕V ∗ with a reflexive Banach spaceV . In this article we
do not treat with the symplectic Banach space.

We denote byPλ the orthogonal projection operator inH onto the subspaceλ. With this
correspondence we embedΛ(H) into B(H) as a closed subset (seeCorollary 2.12below
for the closedness):

P : Λ(H) → B(H), λ �→ Pλ. (2.6)

Then it will be natural to introduce the metric d on the space Λ(H) as the difference of the
norms of the corresponding projection operators: d(λ, µ) = ‖Pλ − Pµ‖. Henceforth we
regard the space Λ(H) equipped with this metric always.

A projection operator in the image of the mapP is characterized by the following propo-
sition.
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Proposition 2.11. Let P be an orthogonal projection operator in H. Then the image P(H)
is a Lagrangian subspace, if and only if J = J ◦ P + P ◦ J .

Proof. Let an orthogonal projection operatorP satisfy the relationJ = JP + PJ, then
we haveω(P(x), P(y)) = 〈J ◦ P(x), P(y)〉 = 〈J(x) − P ◦ J(x), P(y)〉 = 〈J(x), P(y)〉 −
〈J(x), P(y)〉 = 0. SoP(H) is an isotropic subspace. Let assume for anyx ∈ H ω(P(x), y) =
0, then〈J(x) − P ◦ J(x), y〉 = 0. So we have〈J(x), y − P(y)〉 = 0 for anyx ∈ H . Hence
y = P(y), and soP(H)◦ = P(H), that isP(H) is a Lagrangian subspace.

Now assume thatP(H) is a Lagrangian subspace. Then we have forx ∈ P(H),P ◦J(x)+
J ◦P(x) = J ◦P(x) = J(x), and forx ∈ Ker(P)we haveP ◦J(x)+J ◦P(x) = P ◦J(x) =
J(x). �

As a corollary of this proposition we have the following corollary.

Corollary 2.12. The subspace consisting of orthogonal projections whose images are La-
grangian subspaces is closed in the Banach space B(H).

The groupU(HJ) acts onΛ(H) in an obvious way.

Proposition 2.13. The action U(HJ)×Λ(H) → Λ(H) is continuous.

Proof. From the relation

PU(µ) = U ◦ Pµ ◦ U−1, (2.7)

we have

PU(µ) − PV(ν) = U ◦ Pµ ◦ U−1 − V ◦ Pµ ◦ V−1

= U ◦ (Pµ − Pν) ◦ U−1 + (U − V) ◦ Pν ◦ U−1

+V ◦ Pν ◦ (U−1 − V−1),

and this formula shows the continuity of the action. �

By fixing an! ∈ Λ(H) we have a surjective mapρ!:

ρ! : U(HJ) → Λ(H), U �→ U(!⊥). (2.8)

Theorem 2.14. The map (2.8) defines a principal fiber bundle with the structure group
O(!), the group of orthogonal transformations on !, and by Kuiper’s Theorem A.1it is a
trivial bundle and the space Λ(H) itself is also contractible.

Remark 2.15. Of course the triviality of this bundle is not true for the finite dimensional
case.

Corollary 2.16. The map ρ! is an open map and the topology on Λ(H) coincides with the
quotient topology of U(HJ) by the map ρ!.
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Theorem 2.14is proved if we have local sections of the mapρ!. Here we construct local
sections in two ways. Because both of the arguments contain several interesting properties
of the spaceΛ(H) and relating properties of projection operators.

2.2.1. First method
We begin from a lemma.

Lemma 2.17. Let P and Q be two projection operators on the Hilbert space H, and assume
that ‖P −Q‖ < 1. Put

(a) A = (1 − P)(1 −Q)+ PQ,
(b) B = (1 −Q)(1 − P)+ QP,
(c) C = 1 − (P −Q)2,
(d) D = ∑∞

n=0 αn(P −Q)2n, where (1 − x)−1/2 = ∑∞
n=0 αnx

n is the Taylor expansion.

Then we have

(a) AB = BA = C,
(b) D2C = CD2 = I,
(c) P(P −Q)2 = (P −Q)2P ,Q(P = Q)2 = (P −Q)2Q,
(d) DP = PD, DQ = QD.

Proof. All these will be proved by direct calculations. Note that all of the operatorsA, B,
C andD are, as a result, invertible andAC = CA, CB = BC andDC = CD. �

Now putW = DA, then we have the following proposition.

Proposition 2.18.

(a) W is invertible and the inverse is given by W−1 = BD,
(b) WQ = PW.

Hence we have W(Q(H)) = P(W(H)). Moreover if both of P and Q are orthogonal
projections, the operator W is unitary, that is the ranges of the projections P and Q are
transformed each other by a unitary operator W.

Proof. WQ = D((1 − P)(1 − Q) + PQ)Q = DPQ andPW = PDA = DPA = DP((1 −
P)(1 − Q) + PQ) = DPQ. Since(DA)(BD) = DCD = 1 and(BD)(DA) = BD2A =
BC−1A = 1 the operatorW is invertible. Also sinceW∗ = A∗D∗, if both ofP andQ are
orthogonal we haveW∗ = BD = W−1, that is,W is unitary and give a unitary equivalence
of the projectionsP andQ. �

Let µ ∈ Λ(H) andVµ = {ν|‖Pν − Pµ‖ < 1}, an open neighborhood ofµ, wherePν
denote the orthogonal projection operator with the imageν.

Now we describe a local sections(1)µ : Vµ → U(HJ) of the mapρ! : U(HJ) → Λ(H).
For this purpose we fix a unitary operatorV0 such thatV0(!

⊥) = µ and define

s(1)µ : Vµ 
 ν → W−1
ν ◦ V0, (2.9)
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where we denoteWν = (1− (Pµ −Pν)2)−1/2((1−Pµ)(1−Pν)+PµPν). The continuity
of this section will be apparent from the expression.

2.2.2. Second method
Let λ ∈ Λ(H).

Notation 2.19. Oλ = {µ ∈ Λ(H)|µ is transversal toλ}. Note that we mean “transversal”
by the condition:λ+ µ = H .

The subsetOλ⊥ is an open neighborhood ofλ. We denote bŷB(λ) the space of selfadjoint
bounded operators on the real Hilbert spaceλ. Then we have a bijection

Gλ : B̂(λ) → Oλ⊥

defined by

Gλ : B̂(λ) 
 A → Gλ(A) = {x+ JA(x)|x ∈ λ} ∈ Oλ⊥ .

By the identificationHJ
∼= λ ⊗ C we regardA ∈ B̂(λ) as a selfadjoint operator on the

complex Hilbert spaceHJ . Let A = ∫∞
−∞ t dEt(A) be the spectral decomposition of the

selfadjoint operatorA with the spectral measure{Et(A)}t∈R. We define a unitary operator
UA by

UA =
∫ ∞

−∞

√
1 + √−1t

1 − √−1t
dEt(A),

then∫ ∞

−∞
(1 + √−1t)dEt(A) = UA ◦

∫ ∞

−∞

√
1 + t2 dEt(A). (2.10)

Since
∫∞

−∞
√

1 + t2 dEt(A)(λ) = (Id + A2)1/2(λ) = λ, we have

UA(λ) =
∫ ∞

−∞
(1 + √−1t)dEt(A)(λ) = Gλ(A). (2.11)

Note thatU2
A = (

√−1 Id−A)(
√−1 Id+A)−1 is the Cayley transformation of the operator

A.
Now fix a unitary operatorV such thatV(!⊥) = λ⊥, then the correspondence

s
(2)
λ⊥ : Oλ⊥ 
 µ → UA ◦ J ◦ V, (2.12)

gives a local section of the map

ρ! : U(HJ) → Λ(H), U �→ U(!⊥).

We must show the continuity of this sections(2)
λ⊥ . This is proved by showing two facts:
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(a) the continuity of the correspondence

B̂(λ) 
 A �→ UA =
∫ ∞

−∞

√
1 + √−1t

1 − √−1t
dEt(A) ∈ U(HJ)

with respect to the norm topology and,
(b) the mapGλ is an isomorphism between the spacesB̂(λ) andOλ⊥ .

The first one follows from a more general proposition.

Proposition 2.20 ([3]). Let H be a Hilbert space (real or complex) and f be a continuous
function defined on R, then the map B̂(H) 
 A → f(A) ∈ B(H) is continuous. Here
the operator f(A) = ∫ ‖A‖

−‖A‖ f(t)dEt(A) is defined by the spectral decomposition A =∫ ‖A‖
−‖A‖ t dEt(A) of the operator A.

Proof. Let {pn(t)} (n = 1,2, . . . ) be polynomials which converge uniformly to the con-
tinuous functionf on an interval [−N,N], then for the operatorA whose spectrumσ(A) is
contained in the open interval(−N,N), the operatorpn(A) = ∑Nn

k≥0 c
n
kA

k is also expressed
as

pn(A) =
∫ +N

−N
pn(t)dEt(A).

So we know that{pn(A)} converges to
∫
f(t)dEt(A) in the sense of operator norm.

The correspondenceA �→ pn(A) is apparently continuous on the open subspace{A ∈
B̂(H)|σ(A) ⊂ (−N,N)} in B̂(H) and so the map̂B(λ) 
 A �→ f(A) ∈ B(λ) is continuous
on each such open subspace{A ∈ B̂(H)|σ(A) ⊂ (−N,N)}. Hence we have the desired
result. �

Proposition 2.21. The map Gλ : A �→ Gλ(A) = {x + JA(x)|x ∈ λ} is an isomorphism
between the spaces B̂(λ) and Oλ⊥ . Hence it gives a local chart of Λ(H).

We prove a characterization of an orthogonal projection operator corresponding to a
Lagrangian subspace inOλ⊥ .

Lemma 2.22. Let Pµ be an orthogonal projection operator onto a Lagrangian subspace
µ ∈ Λ(H). Thenµ ∈ Oλ⊥ , if and only ifLµ = Pµ+1−Pλ = Pµ+Pλ⊥ is an isomorphism.

Proof. If Lµ = Pµ +Pλ⊥ is an isomorphism, then sinceH = (Pµ +Pλ⊥)(H) ⊂ µ+ λ⊥
we know at onceµ ∈ Oλ⊥ .

Conversely let us assumeµ andλ⊥ are transversal. Then there is a bounded operator
A ∈ B̂(λ) such thatµ = Gλ(A) = {x + JA(x)|x ∈ λ}, the graph of the operatorA. Note
that the boundedness of the operatorA is proved by the closed graph theorem and the
selfadjointness ofA comes from the fact thatµ is a Lagrangian subspace. These arguments
are same with that of finite dimensional cases. Now we solve the equation

Lµ(u+ J(v)) = (Pµ + Pλ⊥)(u+ J(v)) = x+ J(y) (2.13)
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for any givenx, y ∈ λ by u andv,∈ λ. SincePµ(u + J(v)) = x + JA(x), u + J(v) =
x+ JA(x)+ J(a+ JA(a)) ∈ µ+µ⊥ with an elementa ∈ λ, andPλ⊥(u+ J(v)) = J(v) =
J(y − A(x)) we have

a = x, u = x− A(a) = x− A(y)+ 2A2(x), v = y − A(x).

This implies that the operatorLµ = Pµ +Pλ⊥ is an isomorphism ofH . Note that we have
in general Ker(Pµ + Pν) = Ker(Pµ)

⋂
Ker(Pν) = µ⊥⋂ ν⊥ = J(µ

⋂
ν) (see the proof

of Proposition 2.29). �

Remark 2.23. In Proposition 2.29we will give a generalization of this property after
introducing the notion of “Fredholm pair”.

Proof of Proposition 2.21. Letµ andν be transversal withλ⊥, then

‖Lµ − Lν‖ = ‖Pµ − Pν‖. (2.14)

So we have

L−1
ν =

∞∑
k=0

(L−1
µ (Lµ − Lν))

k · (L−1
µ )

for suchν that‖L−1
µ ‖‖Pµ − Pν‖ < 1, and we have

‖L−1
ν ‖ ≤

∞∑
k=0

‖L−1
µ ‖k+1(‖Pµ − Pν‖)k = ‖L−1

µ ‖ 1

1 − ‖L−1
µ ‖‖Pµ − Pν‖

.

Hence we have

‖L−1
µ − L−1

ν ‖ ≤ ‖L−2
µ ‖ 1

1 − ‖L−1
µ ‖‖Pµ − Pν‖

‖Pµ − Pν‖.

Now by puttingx = 0 in theEq. (2.13)we have

L−1
µ (J(y)) = −A(y)+ J(y) (2.15)

and we have the inequality

‖Aµ(y)− Aν(y)‖ ≤ ‖L−1
µ (J(y))− L−1

ν (J(y))‖

≤ ‖L−2
µ ‖

1 − ‖L−1
µ ‖‖Pµ − Pν‖

‖Pµ − Pν‖‖y‖.

The last inequality shows that the mapG−1
λ : Oλ⊥ → B̂(λ) is continuous.

The continuity of the mapGλ : B̂(λ) → Oλ⊥ is proved more easily: letµ ∈ Oλ⊥ , that
is,µ andλ⊥ are transversal. Then we can express the elementx+ J(y) ∈ H in two ways:

λ+ λ⊥ 
 x+ J(y) = a+ JA(a)+ J(b+ JA(b)) ∈ µ+ µ⊥.
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By solving this equation we have

a = (Id + A2)−1(x+ A(y)), b = (Id + A2)−1(y − A(x)),

so

PGλ(A)(x+ J(y)) = (Id + A2)−1(x+ A(y))+ JA((Id + A2)−1(x+ A(y))). (2.16)

From this expression of the projectionPGλ(A) and by a standard argument we have

‖PGλ(A) − PGλ(B)‖ ≤ N(‖A‖, ‖B‖)‖A− B‖.
Here we denote byN(s, t) a polynomial of degree three of two variables and note that for
anyA ∈ B̂(λ)‖(Id + A2)−1‖ ≤ 1.

Consequently we have proved both of the continuities of the mapGλ and its inverseG−1
λ ,

in other words, we have proved that the mapGλ gives a local chart of the spaceΛ(H). �

Remark 2.24. From the proof above we see easily that the mapGλ is not isometric.

Proof of Theorem 2.14. It will be clear that a unitary operator which preserves the subspace
!⊥ comes from an orthogonal transformation on! as the complexification of it. So we have
provedTheorem 2.14together with the help of local sections(2.9) and (2.12). �

Corollary 2.25. The Lagrangian–GrassmannianΛ(H) is an infinite dimensional differen-
tiable manifold modeled on the Banach space of bounded selfadjoint operators.

Proof. Since we have an open covering{Oλ⊥}λ∈Λ(H) of the Lagrangian–Grassmannian
Λ(H), each of which is isomorphic to a Banach spaceB̂(λ), it will be enough to show
the coordinate transformations of this covering are “differentiable” in a suitable sense. Of
course the Banach spacesB̂(λ) are all isomorphic to a typical one.

Let Gλ : B̂(λ) → Oλ⊥ be the map inProposition 2.21, then from the expression of
PGλ(A) (see(2.16)) we know the compositions of maps from̂B(λ) toB(H)

B̂(λ) 
 A �→ Gλ(A) �→ PGλ(A) �→ PGλ(A) + Pµ⊥ ∈ B(H)
is a “differentiable” map.

If Gλ(A) ∈ Oµ⊥ , that is,Gλ(A) = Gµ(B) with an operatorB ∈ B̂(µ), then from the
relation (see(2.15))

(PGµ(B) + Pµ⊥)−1(J(y)) = (PGλ(A) + Pµ⊥)−1(J(y)) = −B(y)+ J(y)(y ∈ µ),

it will be apparent that the coordinate transformationG−1
µ ◦Gλ: A �→ B = J − (PGλ(A) +

Pµ⊥)−1 ◦ J is a differentiable map between open sets in Banach spaceB̂(λ) andB̂(µ). �

2.3. Fredholm pairs and Fredholm operators

Theorem 2.14says that in the infinite dimension we must work in a smaller space than the
whole space of Lagrangian subspacesΛ(H) to obtain a similar quantity to the Maslov index
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in the finite dimensional case. In this section we introduce a notion, so called, Fredholm
pairs and discuss relations of Fredholm operators and Fredholm pairs[22].

Let !1 and!2 be two closed subspaces inH , then first of all, we recall the definition of
!1 and!2 being a Fredholm pair.

Definition 2.26. We call that two closed subspaces!1 and!2 is a Fredholm pair, if

(a) dim(!1

⋂
!2) is finite,

(b) !1 + !2 is closed and of finite codimensional inH.

We give a relation of two notions “Fredholm pair” and “Fredholm operator”.

Proposition 2.27. Let P1 : H → H be the orthogonal projection operator with the image
P1(H) = !⊥

1 . Then (!1, !2) is a Fredholm pair, if and only if, the restriction P1|!2 of P1 to
the space !2 is a Fredholm operator, and

indP1|!2 = dim KerP1|!2 − dim!⊥
1 /P1(!2) = dim

(
!1

⋂
!2

)
− dim(H/(!1 + !2)).

(2.17)

Proof. In the algebraic sense we have Ker(P1|!2) = !1
⋂
!2 andH/(!1+!2) = !⊥

1 /P1(!2)

by the definition of the operatorP1|!2. Also we have the closedness of!1 + !2 and that
P1|!2(!2) is equivalent (a little bit general fact is proved in the nextLemma 2.28). These
prove the equivalence and we have(2.17). �

Lemma 2.28. Let T : H → H ′ be a bounded surjective operator from a Hilbert space
H to a Hilbert space H ′ and let L be a closed subspace containing Ker(T). Then T(L) is
closed.

Proof. Letπ be the orthogonal projection operator inH with the image= π(H) = Ker(T),
and letT̃ be an isomorphism betweenH andH ′ ⊕ Ker(T) defined byT̃ (x) = T(x)⊕ π(x).
Then we havẽ(T)(L) is a closed subspace and we know that(̃T)(L) = T(L)⊕Ker(T). This
implies the closeness ofT(L) in H ′. �

Next we generalizeLemma 2.22, by which we give a characterization of two Lagrangian
subspaces being a Fredholm pair.

Proposition 2.29. Letµ, ν ∈ Λ(H) and letPµ (resp.Pν) denote the orthogonal projection
operator of H onto µ (resp. ν). Then Pµ +Pν is a Fredholm operator, if and only if (µ, ν)
is a Fredholm pair.

Proof. First we show

Ker(Pµ + Pν) = µ⊥⋂ ν⊥

(see the end of the proof ofLemma 2.22). SincePµ(x)+ Pν(x) = 0 implies that

〈x,Pµ(x)〉 = 〈x,−Pν(x)〉 = −‖Pν(x)‖2 = ‖Pµ(x)‖2.
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HencePµ(x) = Pν(x) = 0, which shows that

Ker(Pµ + Pν) = µ⊥⋂ ν⊥ = J(µ)
⋂

J(ν) = J(µ
⋂

ν) = (µ+ ν)⊥. (2.18)

Now let Pµ + Pν be a Fredholm operator. Then, since(Pµ + Pν)(H) ⊂ µ + ν, and
Im(Pµ + Pν) is closed and of finite codimensional, soµ + ν must be also closed and
of finite codimensional. Hence together with the isomorphism(2.18)we have proved that
(µ, ν) is a Fredholm pair.

Next assume that(µ, ν) is a Fredholm pair, and we provePµ+Pν is a Fredholm operator.
FromProposition 2.27we havePµ(ν⊥) (resp.Pν(µ⊥)) is a finite codimensional closed

subspace inµ (resp.ν). Since dim(µ
⋂
ν) < ∞, in the direct sumµ ⊕ ν the subspace

Pµ(ν⊥)⊕Pν(µ⊥)+{x⊕−x|x ∈ µ
⋂
ν} is still closed. Consequently the subspacePµ(ν⊥)+

Pν(µ⊥) is closed and finite codimensional inµ + ν. Hence the image(Pµ + Pν)(H) is a
finite codimensional closed subspace inµ+ ν, because it includes the finite codimensional
closed subspacePµ(ν⊥) + Pν(µ⊥). In fact it coincides withµ + ν, since it is closed
and(Pµ + Pν)(H)◦ = µ

⋂
ν. Now we have proved that Ker(Pµ + Pν) = J(µ

⋂
ν) and

Im(Pµ + Pν) = µ+ ν, which shows the operatorPµ + Pν is a Fredholm operator. �

2.4. Fredholm–Lagrangian–Grassmannian

We fix a Lagrangian subspaceλ and introduce a subspace ofΛ(H), we call,Fredholm–
Lagrangian–Grassmannian with respect toλ.

Definition 2.30. The Fredholm–Lagrangian–Grassmannian ofH with respect to a La-
grangian subspaceλ is defined as

FΛλ(H) = {µ ∈ Λ(H)|(µ, λ) is a Fredholm pair}. (2.19)

Definition 2.31. We call the subset

Mλ(H) =
{
µ ∈ FΛλ(H)|µ

⋂
λ �= {0}

}
, (2.20)

the Maslov cycle with respect toλ.

Notation 2.32. FΛ(0)
λ (H) = {θ ∈ FΛλ(H)|θ is transversal toλ} = FΛλ(H) \Mλ(H)

(= Oλ, seeNotation 2.19).

Remark 2.33.

(a) In the finite dimensional case, the subsetMλ(H) is a singular cycle whose homology
class is a generator of the codimension one homology groupH(n(n+1)/2)−1(Λ(H),Z),
where we put dimH = 2n.

(b) As we proved inProposition 2.21the subsetFΛλ(H)\Mλ(H) = FΛ(0)
λ (H) is isomor-

phic to the space of bounded selfadjoint operators onλ⊥.

First we study how the Fredholm–Lagrangian–GrassmannianFΛλ(H) depends on the
spaceλ. In the finite dimensional case, it is clear thatFΛλ(H) = Λ(H). In the infinite
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dimension,FΛλ(H) is an open subset ofΛ(H). Openness follows fromPropositions C.2
and 2.29, and it cannot includeλ itself. However we can prove the following proposition.

Proposition 2.34. λ can be approximated by a sequence in FΛλ(H), i.e., λ ∈ ∂FΛλ(H)

(= the boundary).

Proof. LetA : λ → λ be a bounded selfadjoint operator and assume thatA is an isomor-
phism. Then for allε > 0, the Lagrangian subspace

Gε·A = {x+ εJA(x)|x ∈ λ}
is transversal with both ofλ andλ⊥. SinceεA converges to 0 in̂B(λ) whenε → 0, we
know that the orthogonal projection operatorPGε·A onto the graph ofε · J ◦A converges to
Pλ. Hence we have

λ ∈ FΛλ(H) \ FΛλ(H). � (2.21)

Let λ andµ in Λ(H) and assume that

µ = U(λ)with U = Id +K ∈ U(HJ) is of the form Id+ compact operator, (2.22)

then the following proposition holds.

Proposition 2.35.

FΛλ(H) = FΛµ(H).

Proof. By Proposition 2.29, ν ∈ FΛλ(H) if and only if Pλ + Pν is a Fredholm operator.
From the assumption,Pµ + Pν = PU(λ) + Pν = U ◦ Pλ ◦ U−1 + Pν = (Id + K) ◦ Pλ ◦
(Id +K∗)+Pν = Pλ +Pν + compact operator. Hence ifν ∈ FΛλ(H), thenν ∈ FΛµ(H).
Since(Id +K)−1 = Id +K∗, by the same way we haveFΛµ(H) ⊂ FΛλ(H). �

Definition 2.36. We denote byUres(HJ) the subgroup ofU(HJ) consisting of such operators
that

Ures(HJ) = {Id + compact operator}.

Corollary 2.37. The group Ures(HJ) acts on FΛλ(H) and Ures(HJ)(λ) ⊂ ∂(FΛλ(H)),
that is, the orbit of the element λ is also included in the boundary of FΛλ(H).

As a special case of the relation(2.22)we introduce an equivalence relation on the space
Λ(H).

Definition 2.38. We callλ andµ ∈ Λ(H) almost coincide, if

dim(λ/(λ+ µ)) < +∞
and denote

λ ∼ µ,

when two Lagrangian subspacesλ andµ almost coincide.
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It will be easy to prove that this is in fact an equivalence relation. Note that in this case

dim(λ/(λ+ µ)) = dim(µ/(λ+ µ)),

and in fact we have the following proposition.

Proposition 2.39. Let λ ∼ µ, then there exists a unitary operator U of the form U =
Id + compact operatorsuch that µ = U(λ).

Proof. Sinceλ andµ are Lagrangian subspaces, the sum of the complex subspaces spanned
by λ

⋂
µ andλ

⋂
(λ
⋂
µ)⊥ is an orthogonal sum ofHJ , and so(λ

⋂
(λ
⋂
µ)⊥) ⊗ C =

(µ
⋂
(λ
⋂
µ)⊥) ⊗ C in HJ . Hence we can find such an unitary operatorU that is identity

on the subspace(λ
⋂
µ) ⊗ C. Hence we can takeU = Id + K with K being a finite rank

operator. �

Proposition 2.40. Let λ ∈ Λ(H) and letW ⊂ λ be a finite codimensional closed subspace
in λ. Then for µ ∈ Λ(H), the pair (λ, µ) is a Fredholm pair, if and only if,(W,µ) is a
Fredholm pair.

We denote byFΛW(H)

FΛW(H) = {µ ∈ Λ(H)|(W,µ) is a Fredholm pair}. (2.23)

Proof of Proposition 2.40. We proveFΛW(H) = FΛλ(H).
Letµ ∈ FΛW(H). Then, since the map(

λ
⋂

µ
)
/
(
W
⋂

µ
)

→ λ/W

is injective, we have

dim
(
λ
⋂

µ
)

≤ dim(λ/W)+ dim
(
W
⋂

µ
)
,

and the spaceλ+µ is a finite dimensional extension of the closed subspaceW +µ. Hence
λ andµ is a Fredholm pair.

Now letµ ∈ FΛλ(H). In the short exact sequence

0 → λ
⋂

µ
j−→λ⊕ µ

τ−→λ+ µ → 0,

wherej(a) = a⊕ −a ∈ H ⊕H andτ(a⊕ b) = a+ b, we have

τ−1(W + µ) = W ⊕ µ+ j
(
λ
⋂

µ
)
.

HenceW + µ must be closed inλ+ µ, so is inH . Also we have dimW
⋂
µ < ∞. These

proves the coincidenceFΛW(H) = FΛλ(H). �

Corollary 2.41. If λ ∼ µ, then FΛλ(H) = FΛµ(H).
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Proof. By Proposition 2.39we already know this, but also by puttingW = λ
⋂
µ in the

proof ofProposition 2.40we can prove the coincidence. �

Remark 2.42. Since in the proof of the above proposition we did not use any particular
properties of Lagrangian subspaces, the above coincidence holds for any Fredholm pair
(L1, L) and(L2, L), whereL2 is a finite codimensional closed subspace inL1.

Finally we note the following proposition.

Proposition 2.43. We have an open covering FΛλ(H) = ⋃
µ∼λ Oµ, and each Oµ is open

dense inFΛλ(H).Hence
⋂∞
i=1 Oµi (eachµi ∼ λ) is not empty. In other words, for any given

countable number of Lagrangian subspaces {µi}∞
i=1 such that each of which is equivalent

to a fixed Lagrangian subspace λ, there exists a Lagrangian subspace which is transversal
to each µi.

2.5. Souriau map and the universal Maslov cycle

When we fix aλ ∈ Λ(H) then we have an identification

HJ = λ⊕ λ⊥ = λ⊕ Jλ ∼= λ⊗ C, x+ Jy �→ x⊗ 1 + y ⊗ √−1. (2.24)

We denote byτλ the complex conjugation inHJ under this identification:

τλ(x+ J(y)) = x− J(y), x, y ∈ λ.

It will be easy to show the following relation:

τλ = 2Pλ − Id. (2.25)

Any U ∈ U(HJ) can be expressed as

U = X+ √−1Y

with X, Y ∈ B(λ) in such a way that

U(x⊗ 1 + y ⊗ √−1) = (X(x)− Y(y))⊗ 1 + (X(y)+ Y(x))⊗ √−1

= X(x)− Y(y)+ J(X(y)+ Y(x)),

andX, Y satisfy the relations:

XtY = YtX, tYX = tXY,

XtX+ YtY = Id, tXX + tYY = Id.

Forλ ∈ Λ(H) we denote byθλ an anti-group isomorphismU(HJ) → U(HJ) defined by

θλ(U) = τλ ◦ U∗ ◦ τλ, (2.26)

thenθλ(U) = tX+ √−1tY .
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Note that ifY �= 0, θλ(U) �= tU, where we meantU is a transposed operator when we
regardU as a real linear operator.

Then we have

{U ∈ U(HJ)|θλ(U) = U−1} = O(λ)(= orthogonal group onλ). (2.27)

Hence the mapU(HJ) → U(HJ),U �→ U ◦θ!(U) induces a continuous map (seeCorollary
2.16)

S! : Λ(H) → U(HJ), µ = U(!⊥) �→ S!(µ) = U ◦ θ!(U). (2.28)

We call this map as “Souriau map” henceforth.
From the relation(2.25)we have an expression of the Souriau map in terms of projection

operators corresponding to Lagrangian subspaces.

Proposition 2.44. S!(µ) = (Id − 2Pµ)(2P! − Id) = −τµ ◦ τ!.

Corollary 2.45. Let λ,µ, ν be three Lagrangian subspaces, then

Sµ(ν) ◦ Sλ(µ) = −Sλ(ν). (2.29)

From the relations(2.25), (2.26)andProposition 2.44we have the following proposition.

Proposition 2.46. The maps

U(HJ)×Λ(H) → U(HJ),

(!, U) �→ U ◦ θ!(U) = U ◦ (2Pλ − Id) ◦ U∗ ◦ (2Pλ − Id), (2.30)

and

Λ(H)×Λ(H) → U(HJ), (!, µ) �→ S!(µ) = (Id − 2Pµ)(2P! − Id) (2.31)

are continuous.

By Proposition 2.44

U ◦ S!(µ) ◦ U∗ = SU(!)(U(µ)), (2.32)

that is, the following diagram is commutative.

Proposition 2.47.

(2.33)

In particular, whenU ∈ Ures(HJ) we have a commutative diagram.
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Proposition 2.48.

(2.34)

Here we remark the adjoint operator of an anti-linear operator: letT be an anti-linear
operator on a complex Hilbert spaceH with a Hermitian inner product(•, •), then the
adjoint operatorT ∗ is defined by the relation(T(z), w) = (T ∗(w), z) (z,w ∈ H). Then
T ∗ is again an anti-linear operator and we have a composition formula with a linear or
anti-linear operatorL: (T ◦ L)∗ = L∗ ◦ T ∗.

Now τλ is anti-linear and we have by a direct calculation

τ∗
λ = τλ, that is(τλ(z), w)J = (τλ(w), z)J .

From this factθ2
λ = Id, in other words,θλ is an anti-linear involution onB(HJ).

By the above remark and the expression of the Souriau map (Proposition 2.44) we have
the following proposition.

Proposition 2.49.

Sλ(µ)
∗ = Sµ(λ). (2.35)

We call the restriction of the Souriau map to FΛλ(H) also Souriau map always.
Now for a fixedλ, we putUλ(HJ) = ρ−1

λ (FΛλ(H)), whereρλ : U(HJ) → FΛλ(H),
ρλ(U) = U(λ⊥).

Proposition 2.50. Let U ∈ U(HJ), then U = X + √−1Y ∈ Uλ(HJ), if and only if,
X ∈ B(λ) is a Fredholm operator.

Proof. LetU ∈ U(HJ), and putµ = U(λ⊥). Then the inclusion mapλ⊥ → H = λ + λ⊥
induces the isomorphism

(λ+ λ⊥)/(λ+ µ) ∼= λ⊥/J(X(Y−1(λ))) = λ⊥/J(X(λ)) ∼= λ/X(λ).

Also

λ ∩ U(λ⊥) ∼= KerX.

These shows the assertions. �

Let µ ∈ FΛλ(H) andU(λ⊥) = µ, then by the definition of the Souriau mapSλ(µ) =
U ◦ θλ(U) and from aboveProposition 2.50, we have the following proposition.

Proposition 2.51.

U ◦ θλ(U)+ Id (2.36)

is a Fredholm operator.
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Proof. LetU = X+ √−1Y , withX, Y ∈ O(λ), then

U ◦ θλ(U)+ Id = 2X ◦ θλ(U),
and this shows the Fredholmness of the operatorU ◦ θλ(U)+ Id. �

Letµ ∈ Λ(H), then from the relation that an elementz = x + J(y) (x, y ∈ λ) is inµ if
and only if−z = Wµ(τλ(z)), we have

Ker(Wµ + Id) = (µ ∩ λ)⊗ C ∼= (µ ∩ λ)⊕ J(µ ∩ λ). (2.37)

Hence

Proposition 2.52. For any µ ∈ FΛλ(H) and any U ∈ Uλ(HJ) with µ = U(λ⊥)

dimR(µ ∩ λ) = dimC Ker(Wµ + Id).

Let us now consider the space

UF(HJ) = {U ∈ U(HJ)|U + Id is a Fredholm operator} (2.38)

and a subset

UM(HJ) = {U ∈ UF(HJ)|Ker(U + Id) �= {0}}, (2.39)

which by the precedingProposition 2.52we can regard as a kind of the universal Maslov
cycle.

Proposition 2.53. For any λ, S−1
λ (UM(HJ)) =Mλ(H).

Now we state the fundamental property for discussing the Maslov index in the infinite
dimension.

Theorem 2.54.

(a) π1(FΛλ(H)) ∼= Z,
(b) π1(UF(HJ)) ∼= Z,
(c) The induced map

(Sλ)∗ : π1(FΛλ(H)) → π1(UF(HJ))

is an isomorphism.

We give the proof of this theorem in the next subsection by the method of the finite
dimensional reduction.

2.6. Proof of Theorem 1.54(a)

Notation 2.55.

(a) Letλ ∈ Λ(H). We denote by Subfin(λ) the set of all closed subspacesW ⊂ λ (W �= λ)
of finite codimensions.
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(b) Let W be a closed isotropic subspace such that dimW◦/W < ∞. We denote by
Λ(W,H) the set of Lagrangian subspaces ofH which containsW .

Theorem 2.56. Let λ ∈ Λ(H) and W ∈ Subfin(λ):

(a) The inclusions

FΛ(0)
W = {θ ∈ FΛλ(H)|θ ∩W = {0}} ↪→ FΛλ(H),

define an isomorphism

ind − lim
W→{0}

π1(FΛ
(0)
W (H))

∼−→π1(FΛλ(H)).

(b) There is a natural isomorphism

π1(FΛ
(0)
W (H))

∼−→π1(Λ(W
◦/W)) ∼= Z

for each W ∈ Subfin(λ).

By combining (a) and (b) we obtain Theorem 2.54(a).

The proof ofTheorem 2.56will follow from two Propositions below which will be of
independent interest. First we shall prove the following proposition.

Proposition 2.57. Let K ⊂ FΛλ(H) be a compact subset. Then there exists a W ∈
Subfin(λ) such that µ ∩W = {0} for all µ ∈ K.

Proof. Letµ0 ∈ K. The sum of the orthogonal projectionsPλ+Pµ0 is a Fredholm operator
by Proposition 2.29and we have

Ker(Pλ + Pµ0) = J(λ ∩ µ0).

Let

h = (J(λ ∩ µ0))
⊥ = λ+ (λ⊥ ∩ (J(λ ∩ µ0))

⊥).

Then the operatorPλ + Pµ0 is injective onh and its rangeλ + µ0 is closed. Hence there
exists an open neighborhoodU of µ0 in FΛλ(H) such thatPλ + Pµ is injective onh for
all µ ∈ K ∩ U. SinceK compact, a finite setU1, . . . , UN of such neighborhoods covers
the whole ofK. Then

W =
N⋂
j=1

((λ ∩ µj)
⊥ ∩ λ)

satisfies our requirement for suitable choices ofµj ∈ Uj ∩K. �

The next proposition gives us a property ofFΛλ(H) relating with the finite dimensional
reduction of the Maslov index.
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Proposition 2.58. Let W ∈ Subfin(λ), then the mapping

ρW : FΛ(0)
W (H) → Λ(W◦/W), µ �→ ((µ ∩W◦)+W)/W

defines a fiber bundle.

The proof of this proposition is given by proving two lemmas below.

Lemma 2.59.

(a) Let H, λ,W be as above and let θ ∈ Λ(W,H), i.e., θ is a Lagrangian subspace
including W. Then

Uθ = {µ ∈ FΛ(0)
W (H)|µ ∩ θ = {0}}

is an open subset of the total space FΛ(0)
W (H) and we have⋃

θ∈Λ(W,H)
Uθ = FΛ(0)

W (H).

(b) Let θ̄ = θ/W ∈ Λ(W◦/W). Then the set

Uθ̄ = {! ∈ Λ(W◦/W)|! ∩ θ̄ = {0}}
is an open subset of the Lagrangian–Grassmannian manifoldΛ(W◦/W) and the union
of all such subsets covers Λ(W◦/W).

(b) The mapping

ρW : Uθ → Uθ̄

is surjective.

Proof. Sinceµ ∈ Uθ is transversal withθ, openness ofUθ follows fromLemma 2.22. For
a givenµ ∈ FΛ(0)

W (H) one finds easily aθ = W + L ∈ Λ(H) with θ ∩ µ = {0}, by taking
a suitable Lagrangian subspaceL in (λ ∩W⊥)⊕ J(λ ∩W⊥). That gives the claimed open
covering and (b) and (c) can be seen easily. �

Again letW ∈ Subfin(λ) andθ ∈ FΛλ(H), θ ⊃ W and we decomposeH into four
mutually orthogonal subspaces:

H = θ + J(θ) = W⊥ ∩ θ +W + J(W⊥ ∩ θ)+ J(W). (2.40)

Lemma 2.60. Let µ ∈ Uθ. Then there exist linear mappings

a : J(W⊥ ∩ θ) → W⊥ ∩ θ

and

g : J(W⊥ ∩ θ) → W
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such that each z ∈ µ ∩W0 can be written in the form

z = x+ a(x)+ g(x) with x ∈ J(W⊥ ∩ θ).

Proof. Sinceµ intersectsθ transversally, there is a mapA : J(θ) → θ such thatA ◦ J
selfadjoint onθ andµ = {u + Au|u ∈ J(θ)}. We decomposeu = x + y with x ∈ J(W⊥ ∩
θ) andy ∈ J(W) according to the decomposition ofJ(θ) in (2.40). With regard of that
decomposition, the mappingA can be written as a 2× 2 matrix(

a b

g d

)
.

More explicitly, we have

Au = a(x)+ b(y)+ g(x)+ d(y),

where

a : J(W⊥ ∩ θ) → W⊥ ∩ θ, b : J(W) → W⊥ ∩ θ,

g : J(W⊥ ∩ θ) → W, d : J(W) → W.

We notice that

a ◦ J, andd ◦ J are selfadjoint, andt(b ◦ J) = g ◦ J. (2.41)

Now, letz ∈ µ ∩W0. It can be written as

z = u+ Au = x+ y + a(x)+ b(y)+ g(x)+ d(y).

From the decomposition(2.40)it follows that the componenty in J(W) must vanish. So

z = x+ a(x)+ g(x). �

Corollary 2.61. Let λ,W, θ be as above. Let µ = {u+ Au|u ∈ J(θ)} ∈ Uθ with

A =
(
a b

g d

)

with respect to the decompositions J(θ) = J(W⊥ ∩ θ) + J(W) and θ = W⊥ ∩ θ + W . As
before, we identify W◦/W with (W⊥ ∩ θ)+ J(W⊥ ∩ θ). Then

ρW(µ) = {x+ a(x)|x ∈ J(W⊥ ∩ θ)}. (2.42)

In particular, two µ,µ′ ∈ Uθ belong to the same fiber, i.e., ρW(µ) = ρW(µ
′), if and only

if, a = a′.

Now we proveProposition 2.58.
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Proof. We define a local trivialization onUθ̄:

(2.43)

Here,π denotes the projection onto the first component. We take

F = B(J(W),W⊥ ∩ θ)+ Bsa(J(W),W),

whereB(J(W),W⊥∩θ) denotes the vector space of bounded operators fromJ(W) toW⊥∩θ
andBsa(J(W),W) the vector space of bounded operators fromJ(W) to W each of which
operator becomes a selfadjoint operator onW by combing withJ . For a fixed pointL ∈ Uθ̄
and a point in the fiber(b, d) ∈ F , we define

τ(L; b, g) =
{
u+ Au|A =

(
aL b

gb d

)
, u ∈ J(θ)

}

with the decompositionJ(θ) = J(W⊥∩θ)+J(W)}. The operatoraL : J(W⊥∩θ) → W⊥∩θ
with aL ◦ J selfadjoint is uniquely determined by the condition

L = {x+ aL(x)|x ∈ J(W⊥ ∩ θ)}.

As a consequence, the mapτ is surjective and injective. By the definition ofaL fromL we
have the commutativity of the diagram(2.43). �

Before provingTheorem 2.56we remark the a commutative diagram(2.44)below.
Let us consider two spacesW,W ′ ∈ Subfin(λ) with W ′ ⊂ W . So

FΛW(H) = FΛW ′(H) = FΛλ(H)

and

FΛ(0)
W ⊂ FΛ(0)

W ′(H) ⊂ FΛλ(H).

Recall thatΛ(W,H) denotes the set of Lagrangian subspaces ofH which containW , and
then this space is isomorphic with the Lagrangian–GrassmannianΛ(W◦/W) in an obvious
way:

Λ(W,H)
∼−→Λ(W◦/W), θ �→ θ/W,

and a corresponding isomorphism forW ′. Now letC : I → FΛλ(H) be a curve which is
transversal toW . So, it gives us the curveC : I → FΛ(0)

W (H). Then we have the following
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commutative diagram:

(2.44)

Proof of Theorem 2.56. By Proposition 2.57, it will not be difficult to see the mapping

ind-lim
W→{0}

π1(FΛ
(0)
W (H)) → π1(FΛλ(H))

is naturally isomorphic (and also it is isomorphic for all homotopy groups, but we do not
treat with higher homotopy groups).

To see (b), we just notice that the mapshW,W ′ in the above commutative diagram gives us
isomorphisms of their fundamental groups[1] together with the help of the exact sequence

{0} = π1(F) → π1(FΛ
(0)
W (H)) −→

pW∗
π1((W

◦/W)) → π0(F) = {0}. �

2.7. Proof of Theorem 1.54(b) and (c)

In this section first we explain the spaceUF(HJ) in the framework of the complexified
symplectic Hilbert space (Proposition 2.64) and give a proof of the isomorphisms.

Proposition 2.62. π1(FΛλ(H)) −−→∼
(Sλ)∗ π1(UF(HJ)) ∼= Z.

Then these will give a proof of 2.54(b)and (c).
Let H be a separable symplectic Hilbert space with compatible symplectic formω, an

inner product〈•, •〉 and an almost complex structureJ , ω(x, y) = 〈J(x), y〉, J2 = −Id.
The complexificationH ⊗ C of the real Hilbert space is installed with the Hermitian inner
product as usual and we denote byΛC(H⊗C) the space of complex Lagrangian subspaces
in H ⊗ C:

ΛC(H ⊗ C) = {!|! is a complex subspace such that!⊥ = J(!)}.
Then a subgroup of the unitary operators inH ⊗ C, we denote it byU0(H ⊗ C), consisting
of those operatorsU thatU(!)⊥ = J(U(!)) for any! ∈ ΛC(H ⊗ C) acts onΛC(H ⊗ C)
transitively. This condition forU ∈ U0(H ⊗ C) is equivalent to say that it commutes with
the complexified almost complex structureJ .
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Taking the complexification ofλ ∈ Λ(H) gives us a natural embeddingΛ(H) →
ΛC(H ⊗ C), and its restriction toFΛλ(H) has the image inFΛC

λ⊗C(H ⊗ C), a sub-

space ofΛC(H ⊗ C) consisting of those subspaces which are Fredholm pairs withλ⊗ C.
We denote this map by⊗C.

When we consider an operatorU ∈ U(HJ)as a real operator and take its complexification,
we denote it byUC, thenUC is in U0(H ⊗ C) and we haveU(µ) ⊗ C = UC(µ ⊗ C),
µ ∈ Λ(H), and the following diagram is commutative:

(2.45)

LetE± = {z ∈ H ⊗ C|J(z) = ±√−1z}, then

H ⊗ C = E+ ⊕ E−

is an orthogonal decomposition ofH ⊗ C. If U ∈ U0(H ⊗ C), thenU(E±) = E±. Hence
we have an isomorphism

U0(H ⊗ C) ∼= U(E+)× U(E−),

whereU(E+) denotes the group of unitary operators onE+, and so on. Also the space
ΛC(H ⊗ C) is identified with the space of graphs of unitary operatorsU ∈ U(E+, E−),
U : E+ → E−.

LetK : HJ → E+,u �→ u⊗1−J(u)⊗√−1 andk : HJ → E−,u �→ u⊗1+J(u)⊗√−1,
be an isomorphism and an anti-isomorphism, respectively, then, the following diagram is
commutative.

Lemma 2.63.

where τλ is the complex conjugation defined through the identification HJ
∼= λ ⊗ C, and

the graph of the unitary operator Tλ is λ⊗ C, λ⊗ C = {x+ Tλ(x)|x ∈ E+}.

Now we have the following proposition.

Proposition 2.64. Let Φλ : UF(HJ) → FΛC
λ⊗C(H ⊗ C) be a map defined by

Φλ(V) = the graph of the unitary operator − k ◦ V ◦ τλ ◦ K−1
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(∈ U(E+, E−)). Then Φλ is an isomorphism and the diagram is commutative:

(2.46)

Proof. It will be enough to prove the commutativity of the diagram. LetU ∈ Uλ(HJ).
SinceUC|E± can be identified withU through the mapK andk, respectively, and we have
UC(λ⊥ ⊗C) = {U(x)−U ◦Tλ(x)|x ∈ E+} = {x−U ◦Tλ ◦U−1(x)|x ∈ E+}. By the above
lemmak◦U ◦Tλ ◦U−1 ◦K−1 = k◦U ◦ τλ ◦U−1 ◦ τλ ◦ τλ ◦K−1 = k◦U ◦ θλ(U)◦ τλ ◦K−1,
which gives the commutativity of the diagram. �

LetW be a closed finite codimensional subspace inλ⊗C and we denote byFΛ(0)
W (H⊗C)

a subspace ofFΛC
λ⊗C(H ⊗ C) consisting of those subspaces! which do not intersect with

W except{0}. LetHW = J(W⊥ ∩ (λ ⊗ C)) + W⊥ ∩ (λ ⊗ C), andΛ(HW) be the similar
space asΛ(H ⊗ C) (note thatHW is invariant under the mapJ). Λ(HW) is identified
with the space of unitary operators onW⊥ ∩ (λ ⊗ C). Let πW : FΛ(0)

W (H ⊗ C) 
 ! →
(! ∩ (J(W⊥ ∩ λ⊗ C)+ λ⊗ C)+W) ∩W⊥ ∈ Λ(HW), and thenπW : FΛ(0)

W (H ⊗ C) →
Λ(HW) is a fiber bundle with the contractible fiber. A typical fiber= π−1

W (J(λ⊗C∩W⊥))
is isomorphic to the spacêB(W)×B(W, λ⊗C∩W⊥), whereB̂(W) is the space of selfadjoint
operators onW andB(W,W⊥ ∩ (λ ⊗ C)) is the space of bounded operators fromW to
W⊥ ∩(λ⊗C). Unfortunately for any pair of such subspacesW1 andW2 satisfyingW1 ⊂ W2
there are no natural mapΛ(HW2) → Λ(HW1) which makes the diagram

commutative. However if we define a mapsW : Λ(HW) → FΛ(0)
W (H ⊗ C) by sW(!) =

!+ J(W), thenπW ◦ sW = Id and we have the following commutative diagram:

where the mapiW1,W2 : Λ(HW2) → Λ(HW1) is defined byiW1,W2(!) = !+ J(W2 ∩W⊥
1 ).

Then for any compact subsetK inFΛC
λ⊗C(H⊗C)we can find such a finite codimensional

subspaceW inλ⊗C that for any! inK,!∩W = {0}, so
⋃
FΛ(0)

W (H⊗C) = FΛC
λ⊗C(H⊗C).

Hence ind-limW→{0} πk(FΛ(0)
W (H ⊗ C)) = πk(UF(HJ)) = ind-limW→{0} πk(Λ(HW)).

These show that the homotopy groups ofUF(HJ) coincide with the stable homotopy groups
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of the unitary group, which together gives the proof ofProposition 2.62, and finally gives
us a proof ofTheorem 2.54(b) and (c).

3. Maslov index in the infinite dimension

In the last section we proved that the fundamental group of the Fredholm–Lagrangian–
Grassmannian is isomorphic toZ. So in this section we define an integer, so called, the
Maslov index, for arbitrary continuous paths in the Fredholm–Lagrangian–Grassmannian
FΛλ(H). In particular it gives us an explicit isomorphism between the fundamental group
of the Fredholm–Lagrangian–Grassmannian andZ. We base on a spectral property of Fred-
holm operators to define theMaslov index, so that our method is valid for both of finite and
infinite dimensional cases.

3.1. Maslov index for continuous paths

Let

d : I = [0,1] → UF(HJ), t �→ d(t)

be a continuous path inUF(HJ). First we prove the following lemma.

Lemma 3.1. There exist a partition 0 = t0 < t1 < · · · < tN = 1 of the interval I and
positive numbers εj (j = 1, . . . , N) with 0< εj < π such that

e
√−1(π±εj) ∈ ρ(d(t)) (3.1)

and ∑
|θ|≤εj

dim Ker(d(t)− ei(π+θ)) < +∞ (3.2)

for tj−1 ≤ t ≤ tj.

Note hereρ(d(t)) denotes the resolvent set of the operatord(t).

Proof. Sinced(t)+ Id is a Fredholm operator, for eacht ∈ I = [0,1] we can find a positive
numberεt > 0 such that

{e
√−1(π+θ)|0< |θ| ≤ εt} ⊂ ρ(d(t)),

because−1 is an isolated eigenvalue ofd(t) with finite multiplicity. So there exist positive
numbersδ±

t > 0 such that the projection operatorPs defined by

Ps = 1

2π
√−1

∫
|u+1|=εt

(u− d(s))−1 du, (3.3)
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has the constant rank equal to dim Ker(d(t)+ Id) for s ∈ [t − δ−
t , t + δ+

t ], because{Ps} is
a norm continuous family:

dimPs(HJ) = dim Ker(d(t)+ Id), s ∈ [t − δ−
t , t + δ+

t ]. (3.4)

Note that the continuity of the family of projection operators{Ps} is proved by using the
“resolvent equation”:

(u− d(s))−1 − (u− d(t))−1 = (u− d(s))−1(d(s)− d(t))(u− d(t))−1.

The continuity of{d(t)} is reflected by this equation to the continuity of the family{Ps}.
Hence we have an open covering{(t − δ−

t , t + δ+
t )}t∈I of the intervalI and positive

numbers{εt}t∈I such that fors ∈ [t − δ−
t , t + δ+

t ]∑
|θ|≤εt

dim Ker(d(s)− e
√−1(π+θ)) = dim Ker(d(t)+ Id),

e
√−1(π±εt) ∈ ρ(d(s)).

Now we can choose an enough number of points{si}N−1
i=0 satisfying following properties:

0 = s0 < s1 < · · · < sN−1 = 1 such that,

si−1 < si − δ−
si
,

si−1 + δ+
si−1

< si,

si − δ−
si
< si−1 + δ+

si−1
.

Here if necessary, we replaceδ±
si

by a smaller one (but then the number of the points{si}
will increase). Finally we define the pointtk (k = 0, . . . , N) in such a way that

t0 = s0 = 0, t1 = δ+
0 , t2 = s1 + δ+

s1
, t3 = s2 + δ+

s2
, . . . ,

tN−1 = sN−2 + δ+
sN−2

, tN = sN−1 = 1,

and on the each interval [tk−1, tk] we take the positive numberεk = εsk . Then we have a
desired partition of the intervalI and positive numbers satisfying(3.1) and (3.2). �

We now define a quantity, we call it “unitary Maslov index”, and denote byM({d(t)}) of
a continuous curve{d(t)}t∈I ⊂ UF(HJ).

Definition 3.2. Let {tj}Nj=0 be the partition of the intervalI and{ε}Nj=1 positive numbers
satisfying(3.1) and (3.2)as in the above lemma, then we define

M({d(t)}) =
N∑
j=1

(k(tj, εj)− k(tj−1, εj)) (3.5)



298 K. Furutani / Journal of Geometry and Physics 51 (2004) 269–331

with

k(t, εj) =
∑

0≤θ≤εj
dim Ker(d(t)− ei(π+θ))

for tj−1 ≤ t ≤ tj.

In order that the definition has a meaning, we need to prove the following proposition.

Proposition 3.3. The definition of the quantity M({d(t)}) depend neither on the choices of
the partition {tj}Nj=0 of the interval I nor on the positive numbers {εj}Nj=1 satisfying (3.1)
and (3.2).

This follows from the following lemma: let{tj}Nj=0 be the partition of the intervalI and

{ε̃j}Nj=1 another positive numbers satisfying(3.1) and (3.2).

Lemma 3.4. The two integers coincide defined in (3.5)one in terms of the partition {tj}Nj=0

and positive numbers {εj}Nj=1 and other in terms of the “same partition” {tj}Nj=0 and “dif-

ferent positive numbers” {ε̃j}Nj=1.

Proof. Since both of e
√−1(π+εj) and e

√−1(π+ε̃j) ∈ ρ(c(t)) on each small interval [tj−1, tj],
the difference of the dimensionsk(t, εj)−k(t, ε̃j) is constant on the interval [tj−1, tj]. Hence
we have

k(tj, εj)− k(tj−1, εj) = k(tj, ε̃j)− k(tj−1, ε̃j),

which proves the lemma. �

Proof of Proposition of 3.3. By adding a suitable number of points both in the partitions
{tj} and{t̃l}, we may assume thattj−1 < t̃j < tj for eachj. Then fromLemma 3.4we have

k(tj, εj)− k(tj−1, εj), (3.6)

= k(tj, εj)− k(t̃j, εj)+ k(t̃j, εj)− k(tj−1, εj), (3.7)

= k(tj, ε̃j+1)− k(t̃j, ε̃j+1)+ k(t̃j, ε̃j)− k(tj−1, ε̃j), (3.8)

which gives us the coincidence of the two integers by adding(3.6) and (3.8)with respect
to j. �

Notation 3.5.

(a) Let {d1(t)}t∈[0,1] and {d2(t)}t∈[0,1] be continuous curves with the relationd1(1) =
d2(0), then we denote the catenation of these two curves byd1 ∗ d2:

(d1 ∗ d2)(t) =
{

d1(
1
2t) for 0 ≤ t ≤ 1

2,

d2(2t − 1) for 1
2 ≤ t ≤ 1.
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(b) The curve−d denotes the curve defined by−d(t) = d(1 − t), t ∈ I.

This unitary Maslov index has the following properties.

Theorem 3.6.

(a) Additivity under the catenation of the paths, and
(b) Modulo sign and additive constants, it is only a homotopy invariant of curves in
UF(HJ) with fixed endpoints and distinguishes the homotopy classes.

Proof. (a) The additivity follows from the very definition of the quantityM{d(t)}.
(b) Let{w(s, t)}(s,t)∈I×I ⊂ UF(HJ) be a continuous two-parameter family. By the similar

continuity arguments for the projection operator(3.3) in the proof ofLemma 3.1, for each
s ∈ I there are a positive numbercs > 0, the partition{tj} of the interval and the positive
numbers{εj} such that(3.1) and (3.2)hold for tj−1 ≤ t ≤ tj and|s′ − s| ≤ cs:

e
√−1(π±εj) ∈ ρ(w(s′, t))

and ∑
|θ|≤εj

dim Ker(w(s′, t)− ei(π+θ)) < ∞.

So on the each small rectangle [tj−1, tj] × [s, s + cs], v ∈ [s, s + cs]∑
0≤θ≤εj

dim Ker(w(s + v, tj)− ei(π+θ))−
∑

0≤θ≤εj
dim Ker(w(s + v, tj−1)− ei(π+θ))

+
∑

0≤θ≤εj
dim Ker(w(s + v, tj−1)− ei(π+θ))−

∑
0≤θ≤εj

dim Ker(w(s, tj−1)− ei(π+θ))

=
∑

0≤θ≤εj
dim Ker(w(s + v, tj)− ei(π+θ))−

∑
0≤θ≤εj

dim Ker(w(s, tj)− ei(π+θ))

+
∑

0≤θ≤εj
dim Ker(w(s, tj)− ei(π+θ))−

∑
0≤θ≤εj

dim Ker(w(s, tj−1)− ei(π+θ)).

By adding above equalities with respect toj we have in general (locally with respect to the
parameters)

M({w(s + v,0)}0≤v≤cs )+ M({w(s + cs, t)}t∈I)
= M({w(s, t)}t∈I)+ M({w(s + v,1)}0≤v≤cs ),

and then on the rectangleI × I

M({w(s,0)}s∈I)+ M({w(1, t)}t∈I) = M({w(0, t)}t∈I)+ M({w(s,1)}s∈I).
Now here we assume thatw(s,0) ≡ w(0,0) and w(s,1) ≡ w(0,1) (s ∈ I), hence
M({w(0, t)}t∈I) = M({w(1, t)}t∈I), and this shows the homotopy invariance of the integer
M({w(t)}).
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The uniqueness (mod additive constant and signature) follows from the fact thatπ1
(UF(HJ)) ∼= Z. �

The spaceUF(HJ) is closed under the adjoint operation, so we have the following propo-
sition.

Proposition 3.7. M({w(t)}) = −M({w(t)∗}).

Using this “unitary Maslov index” we give a functional analytic definition of the infinite
version of theMaslov index for arbitrary continuous paths in the Fredholm–Lagrangian–
Grassmannian.

Let µ : I → FΛλ(H) be a continuous path inFΛλ(H) (so thatSλ ◦ µ is a continuous
path inUF(HJ)).

Definition 3.8. We define the Maslov index of the curve{µ(t)} with respect toλ by

Mas({µ(t)}, λ) = M({Sλ(µ(t))}).

By Theorem 2.54, the Maslov index inherits the all properties of the “unitary Maslov
index”.

In the case thatFΛλ(H) = FΛµ(H), butλ �= µ, then Maslov cyclesMλ(H) andMµ(H)

do not coincide. Hence Maslov indexes for a path with respect toMλ(H) andMµ(H) will
not coincide in general. However for loops, as in the finite dimensional case we have the
following proposition.

Proposition 3.9. Let λ,µ ∈ Λ(H) and assume that µ = U1(λ) with a unitary operator
U1 ∈ Ures(HJ). Then for any continuous loops {c(t)}t∈[0,1] in FΛλ(H) = FΛµ(H) their
Maslov indexes coincide:

Mas({c(t)}, λ) = Mas({c(t)}, µ).

Proof. Let {Us}s∈[0,1] be a continuous curve inUres(HJ) which joinsλ andµ, that is,
U0 = Id andU1(λ) = µ. Note then for eachs ∈ [0,1], FΛUs(λ)(H) = FΛλ(H).

We define a maph : I × I → UF(HJ):

h(s, t) =
{
SU2ts(λ)(c(t)) for (s, t) ∈ [0,1] × [0, 1

2],

SU(2−2t)s(λ)(c(t)) for (s, t) ∈ [0,1] × [ 1
2,1].

Then{h(s, t)} is a homotopy between the loop{Sλ(c(t))} and the loop{h(1, t)} with the
fixed common initial and end pointSλ(c(0)) = Sλ(c(1)) = h(s,0) = h(s,1), s ∈ [0,1].
Hence

Mas({c(t)}, λ) = M({Sλ(c(t))}) = M({h(1, t)}).
By the same way for the loops{h(1, t)} andSµ(c(t)) we can construct a homotopy in
UF(HJ) between them and these show the coincidence of the two Maslov indexes.�
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Corollary 3.10. Let {c(t)}t∈[0,1] be a continuous path in FΛλ(H) such that c(0), c(1) /∈
Mλ and let {Us}s∈[0,1] ⊂ Ures(HJ) be a continuous family with U0 = Id. We assume that
c(0), c(1) /∈MUs(λ)(H) for all s ∈ [0,1], then for all s

Mas({c(t)}, λ) = Mas({c(t)}, Us(λ)).

3.2. Hörmander index in the infinite dimension

Let λ,µ ∈ Λ(H) and assume thatµ = U(λ) with a unitary operatorU of the form
Id + compact operator, and let{c(t)}t∈[0,] be a continuous curve inFΛλ(H) = FΛµ(H).

Proposition 3.11. The difference

Mas({c(t)}, λ)− Mas({c(t)}, µ)
depends only on the end points.

Proof. Let {c̃(t)} be another path with̃c(0) = c(0), c̃(1) = c(1), then

Mas({c ∗ (−c̃)(t)}, λ) = Mas({c(t)}, λ)− Mas({c̃(t)}, µ) = Mas({c ∗ (−c̃)(t)}, µ)
= Mas({c(t)}, µ)− Mas({c̃(t)}, µ)

by Proposition 3.9. Hence we have the desired result. �

Using this property we can define an infinite dimensional version of an integer, called
“Hörmander index”, for four Lagrangian subspaces.

Definition 3.12. Let µ = U(λ) ∈ Λ(H) with U = Id + compact operator, and let!0 and
!1 be inFΛλ(H) = FΛµ(H). Also let{c(t)} be a curve inFΛλ(H) = FΛµ(H) joining !0
and!1. Then we call the difference

Mas({c(t)}, λ)− Mas({c(t)}, µ)
theHörmander index in the infinite dimension and denote it by

σ(!0, !1; λ,µ). (3.9)

Letµ = U(λ) be as above and let!0, !1, !2 ∈ FΛλ(H) = FΛµ(H), then the Hörmander
indexσ(!0, !1; λ,µ) has the following properties.

Proposition 3.13.

σ(!0, !1; λ,µ) = −σ(!1, !0; λ,µ), (3.10)

σ(!0, !1; λ,µ) = −σ(!0, !1;µ, λ), (3.11)

σ(!0, !1; λ,µ)+ σ(!1, !2; λ,µ) = σ(!0, !2; λ,µ). (3.12)
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Let ν = W(λ) also with a unitary operator W = Id + compact operator, then the cocycle
condition with respect to the last two components hold:

σ(!0, !1; λ,µ)+ σ(!0, !1;µ, ν) = σ(!0, !1; λ, ν). (3.13)

If we assume moreover!1 = V(!0)with a unitary operator V of the form Id+compact operator,
then

σ(!0, !1; λ,µ) = −σ(λ, µ; !0, !1). (3.14)

Proof. Four properties except last one follow directly from the definition itself.
Let {Us}s∈[0,1] and {Vt}t∈[0,1] be such curves of unitary operators that each operator

Us andVt are of the form of Id+ compact operator and assumeU0 = Id, U1(λ) = µ,
V0 = Id andV1(!0) = !1. Then for anys ∈ [0,1], FΛUs(λ)(H) = FΛλ(H), and for any
(s, t) (Us(λ), Vt(!0)) is a Fredholm pair. So the two-parameter continuous family of unitary
operators{SUs(λ)(Vt(!0))} are inUF(HJ). Let us define a curve{c(t)}0≤t≤4:

c(t) =


Sλ(Vt(!0)) for 0 ≤ t ≤ 1,

SUt−1(λ)(!1) for 1 ≤ t ≤ 2,

Sµ(V3−t(!0)) for 2 ≤ t ≤ 3,

SU4−t (λ)(!0) for 3 ≤ t ≤ 4.

The unitary Maslov indexM({c(t)}0≤t≤4) of this curve is zero, so

M({Sλ(Vt(!0))}t∈[0,1])− M({Sµ(Vt(!0))}t∈[0,1])

= M({SUt(λ)(!0)}t∈[0,1])− M({SUt(λ)(!1)}t∈[0,1]),

and byProposition 2.49this equal to

= −M({S!0(Ut(λ))}t∈[0,1])+ M({S!1(Ut(λ))}t∈[0,1]).

Hence

σ(!0, !1; λ,µ) = −σ(λ, µ; !0, !1). �

Remark 3.14. The Hörmander index was first introduced in the paper[20] to describe
the phase transitions in the oscillatory integral representation of Fourier integral operators
or Lagrangian distributions for the global formulation in terms of, so called, Maslov line
bundle. It was given also as ǎCech cocycle. Our definition above is given in terms of the
Maslov index, and we need not to assume the transversality conditions between each of
the first two Lagrangian subspaces and each of the last two Lagrangian subspaces. The
reason is, of course, the Maslov index is defined for not only loops but also any paths. In
earlier papers written before the papers[4,16,29]it was only considered for loops or with
the assumption that the end points of paths do not meet with a particularly fixed Maslov
cycle. However in order to construct the Maslov line bundle, it is enough to consider the
indexes for four Lagrangian subspaces satisfying transversality conditions.

In the next subsection we construct an infinite dimensional analogue of the Maslov line
bundle which will be turn out to be a kind of the universal Maslov line bundle.
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3.3. Universal covering space of the Fredholm–Lagrangian–Grassmannian

In this section we characterize the universal covering spaceF̃Λ!(H)of the Fredholm–Lag-
rangian–GrassmannianFΛ!(H) in terms of the Hörmander index. We show the transition
functions of the principal bundleπ : F̃Λ!(H) → FΛ!(H) are given by the Hörmansder
index. Here we understand the spacẽFΛ!(H) consisting of pairs([c], c(1)) of homotopy
classes [c] of paths{c(t)} in FΛ!(H) with the common initial pointc(0) = !⊥ and its end
point c(1).

Let λ ∈ Λ(H) and assumeλ ∼ !, and we define a map

φλ : FΛ!(H)× Z → F̃Λ!(H)

by

φλ : (θ, n) �→ [c(t)],

where{c(t)} is a path joining!⊥ andθ, and Mas({c(t)}, !) = n. Note that we know the
homotopy class of such paths is uniquely determined.

By the definition of the topology on the spacẽFΛ!(H), it is immediate to show that the
map is bijective, and not continuous on the whole space of definition.

Proposition 3.15. The map φλ restricted to the open subset

(FΛ!(H) \Mλ(H))× Z = Oλ × Z

is an isomorphism with the space

π−1(FΛ!(H) \Mλ(H)).

Now let λ ∼ !, µ ∼ ! and letν ∈ Oλ ∩ Oµ. Then if φλ(ν, n) = φµ(ν,m), then
n − m = σ(!⊥, ν; λ,µ) and so by the cocycle condition(3.13) we have the following
proposition.

Proposition 3.16. The maps

gλ,µ : Oλ ∩ Oµ → Z, ν �→ σ(!⊥, ν; λ,µ) (3.15)

are the transition functions of the principal bundle π : F̃Λ!(H) → FΛ!(H) with the
structure group π1(FΛ!(H)) ∼= Z.

From this fact we can define the following definition.

Definition 3.17. We call the complex line bundleL! onFΛ!(H) defined by the transition
functions{hλ,µ} (λ,µ ∼ !)

hλ,µ(ν) = e
√−1(π/2)σ(!⊥,ν;λ,µ)

the universal Maslov line bundle.
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In fact, we have the following: letH = H0+H1 be an orthogonal direct sum by symplectic
subspaces with dimH0 = 2n < +∞, and we fix Lagrangian subspaces!0 ∈ H0 and!1 in
H1. Then we have an embeddingi : Λ(H0) → Λ(H)

i : Λ(H0) → FΛ!0⊕!1(H), i : θ �→ θ ⊕ !⊥. (3.16)

Then the mapi gives a relation between the Hörmander indexes onΛ(H0)andFΛ(!0⊕!1)(H):
for λ,µ ∈ Λ(H0)

σ(!⊥
0 , θ; λ,µ) = σ((!0 ⊕ !1)

⊥, θ ⊕ !⊥
1 ; λ⊕ !1, µ⊕ !1).

Hence we have the following proposition.

Proposition 3.18. i∗(L!0⊕!1)
∼= the Maslov line bundle on Λ(H0).

Remark 3.19. The collections of the vector spaces

'
µ∈FΛλ(H)

λ ∩ µ

and

'
µ∈FΛλ(H)

H/(λ+ µ)

are not apparently vector bundles, but

'
µ∈FΛλ(H)

(
max∧

λ ∩ µ

)∗
⊗
(

max∧
H/(λ+ µ)

)
has a line bundle structure. Here

∧max
λ ∩ µ means the highest degree exterior product.

This is isomorphic with the induced bundle of the Quillen determinant line bundle on the
space of all Fredholm operators by the mapµ �→ Pλ +Pµ and also its complexification is
isomorphic with the induced bundle by the map Id+ Sλ [15]. This is a trivial line bundle.

3.4. Bilinear forms and Maslov index

For “differentiable curves” inUF(HJ) satisfying a certain non-degeneracy condition,
there is another way of describing the “unitary Maslov index”. We define a symmetric
bilinear form which is analogous to Duistermaat[11] and Robbin–Salamon[29].

Let {c(t)} be a “C1-path” inUF(HJ). Here we meanC1-path in the following sense: there
is a continuous family{Dt}t∈I of bounded operatorsDt ∈ B(HJ) satisfying∥∥∥∥1

δ
(c(t + δ)− c(t))− t ·Dt

∥∥∥∥ = o(1) (3.17)

on the intervalI. We denoteDt = (d/dt)c(t) = ċ(t).

Definition 3.20.

(a) A parametert∗ with 0 ≤ t∗ ≤ 1 is called acrossing for the family{c(t)}, if Ker(c(t∗)+
Id) �= {0}.
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(b) We define thecrossing form at a crossingt∗ as a symmetric bilinear form on Ker(c(t∗)+
Id) by

Q̃M(x, y) = d

dt
〈x,Rt(y)〉J

∣∣∣∣
t=t∗

for x, y ∈ Ker(c(t∗)+ Id),

where{Rt} is a family of bounded selfadjoint operators given by the relationc(t) =
c(t∗)e

√−1Rt , Rt∗ = 0, i.e.

Rt = −√−1 log(c(t∗)−1 ◦ c(t)) (for “log” see Remark 2.18 below).

Thenċ(t∗) = √−1c(t∗) ◦ Ṙt∗ .
(c) We call a crossingt∗ is regular, if the formQ̃M is non-degenerate on Ker(c(t∗)+ Id).

Remark 3.21. The logarithm above is defined by the integral

logM =
∫ 0

−∞
{(u−M)−1 − (u− 1)−1 Id} du (3.18)

for a bounded invertible operatorM ∈ B(HJ) whose spectrumσ(M) does not contain any
negative real numbers:σ(M) ∩ (−∞,0] = φ.

The integral converges in the operator norm and the resulting family is againC1-class,
if {M(t)} is so. The derivative in the sense of(3.17)is given by the integral:

d

dt
logM(t) =

∫ 0

−∞

{
(u−M(t))−1 ◦ d

dt
M(t) ◦ (u− 1)−1

}
du. (3.19)

For our caseM(t) = c(t∗)−1 ◦ c(t), |t − t∗| ) 1, by a direct calculation we have

d

dt
logc(t∗)−1 ◦ c(t)|t=t∗

= −√−1
∫ 0

−∞

{
(u− Id)−2 ◦ d

dt
(c(t∗)−1 ◦ c(t))|t=t∗

}
du = Ṙt∗ .

Proposition 3.22. Let {c(t)} be a path in UF(HJ) of class C1 and 0 < t∗ < 1 a regular
crossing. Then there exists a real δ > 0 such that

M({c(t)}|t−t∗|≤δ) = signQ̃M.

Before proving this proposition we give a lemma which describes a behavior of eigenval-
ues close to zero of a family of selfadjoint Fredholm operators under a certain non-degeneracy
condition (see[22]).

Lemma 3.23. Let {At}|t|)1 be a C1-class family of selfadjoint Fredholm operators on a
Hilbert space H. Assume that the symmetric bilinear form on KerA0

Q(x, y) = d

dt
(x, At(y))|t=0 = (x, Ȧ0(y)), x, y ∈ KerA0
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is non-degenerate. Then there exists a positive number δ such that for 0< t ≤ δ there exist p
positive eigenvalues and q negative eigenvalues of the operator At , where p− q = signQ,
p+ q = dim KerA0. Also for −δ ≤ t < 0 the opposite situations hold.

Proof. From the Fredholmness assumption of the continuous family{At} there exist posi-
tive numbersδ andε such that the projection operatorsPt for |t| ≤ δ defined by

Pt = 1

2π
√−1

∫
|u|=ε

(u− At)
−1 du (3.20)

have the constant rank equal to dim KerA0, and the range of eachPt = ∑
|u|<ε Ker(At−u).

By the approximation arguments we know that the bilinear forms(
1

t
· At ◦ Pt(x), Pt(y)

)
, x, y ∈ KerA0

and (
d

dt
At|t=0(x), y

)
, x, y ∈ KerA0

are uniformly close. In fact, forx, y ∈ KerA0(
1

t
· At ◦ Pt(x), Pt(y)

)
− (Ȧ0(x), y)

=
((

1

t
· (At − A0)− Ȧ0

)
◦ Pt(x), Pt(y)

)
+
(

1

t
· (Pt(x)− x),A0(Pt(y))

)
+ (Ȧ0(Pt(x)− x), Pt(y))+ (Ȧ0(x), Pt(y)− y),

and whent → 0, ‖A0(Pt(y))‖ → 0, ‖(1/t) · (Pt(x) − x)‖ is bounded, and so these imply
the assertion. Note here we used the fact that the family{Pt} is of classC1. Hence there
exist 0< δ0 ≤ δ and 0< ε0 ≤ ε and for 0< |t| ≤ δ0 the signatures coincide andAt
is an isomorphism betweenPt(H) = Pt(KerA0) which gives the existences of thep + q

eigenvalues of the operatorAt , 0< e1(t) ≤ e2(t) ≤ · · · ≤ ep(t) ≤ ε0 and−ε0 ≤ e−q(t) ≤
e−q+1(t) ≤ · · · ≤ e−1(t) < 0. �

Proof of Proposition 3.22. By the assumption there are a complex number e
√−1θ0 (close

enough to e
√−1π, but �= e

√−1π) and ε > 0 such that for|t − t∗| ≤ ε the operators
e

√−1θ0 − c(t) are invertible and∑
|θ|≤ε

dim Ker(c(t)− e
√−1(π+θ)) < ∞.

Putc(t+t∗) = c(t∗)e
√−1Rt and letAt be a selfadjoint operator defined by the transformation

At = √−1(e
√−1θ0 − c(t + t∗))−1(e

√−1θ0 + c(t + t∗))− √−1
e

√−1θ0 − 1

e
√−1θ0 + 1

,

then{At}|t|≤ε is aC1-class family of Fredholm operators.



K. Furutani / Journal of Geometry and Physics 51 (2004) 269–331 307

We have an expression of the derivativeȦ0 by using the resolvent equation:

Ȧ0 = ((e
√−1θ0 − c(t∗))−1)∗ ◦ 2Ṙ0 ◦ (e

√−1θ0 − c(t∗))−1. (3.21)

This shows that the derivativeṡA0 and 2̇R0 are conjugate, which gives us the coincidence
of the signatures of the two bilinear forms defined on Ker(c(t∗) + Id) = KerA0: for
x, y ∈ Ker(c(t∗)+ Id) = KerA0

(((e
√−1θ0 − c(t∗))−1)∗ ◦ 2Ṙ0 ◦ (e

√−1θ0 − c(t∗))−1(x), y)

= 2

|e
√−1θ0 + 1|2

(Ṙ0(x), y) = (Ȧ0(x), y).

Hence by applying the precedingLemma 3.23to the operator family{At} and returning
back to the original family{c(t)} we have the desired numbers of positive and negative
eigenvalues of the family{c(t)}|t|≤δ for sufficiently smallδ, which gives

M({c(t)}|t|≤δ) = sign(Ȧ0) = sign(Ṙ0) = signQ̃M. �

Remark 3.24. For crossingt∗ = 0 or 1, we only consider the one-side differentiation in
the definition of the crossing form. In these cases we have

M({c(t)}0≤t≤δ) = −q, M({c(t)}1−δ≤t≤1) = p′,

where the signature of̃QM at t∗ = 0 is (p, q) and att∗ = 1 (p′, q′).

Corollary 3.25. Let µ : I → FΛλ(H) be a C1-class path (so that Sλ ◦ µ(t) is a path in
UF(HJ) also of class C1). Let 0 < t∗ < 1 be a regular crossing of the curve {Sλ ◦ µ(t)}.
Then there exist a δ > 0 such that

Mas({µ(t)}|t−t∗|≤δ, λ) = signQ̃M,

where Q̃M denotes the crossing form of {Sλ ◦ µ(t)} at the time t = t∗.

There is another bilinear form (see[11,29]) for describing the Maslov index which will
turn out to be more suitable for proving thespectral flow formula (seeSection 6). It is based
on a representation ofµ as the graph of a suitable bounded operator. Letµ : I → FΛλ(H)

be a path inFΛλ(H)of classC1 and let 0< t∗ < 1 be a crossing of the curve{Sλ◦µ(t)}, i.e.,
µ(t∗)∩ λ �= {0}. For t, |t − t∗| ) 1,µ(t) is transversal toµ(t∗)⊥ and in this neighborhood
of t∗, eachµ(t) can be written as the graph of a bounded operatorAt : µ(t∗) → µ(t∗),
µ(t) = {x+ J ◦At(x)|x ∈ µ(t∗)}. Note that the curve{At} is also of classC1. We consider
the bilinear form

QM(x, y) = d

dt
ω(x, J ◦ At(y))

∣∣∣∣
t=t∗

for x, y ∈ µ(t∗). (3.22)

In the above definition of the bilinear formQM we used the fact that the inner product in
the Hilbert space is compatible with the symplectic formω, so thatµ(t∗)⊥ is a Lagrangian
subspace, But this is not essential. In fact, letν be a Lagrangian subspace which is transversal
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toµ(t∗), then for sufficiently small|t − t∗| ) 1 Lagrangian subspaces{µt} are transversal
to ν. Then there is again a differentiable family of bounded operators{φt}|t−t∗|)1, φt :
µ(t∗) → ν, by which we haveµ(t) = graph ofφt for eacht, |t − t∗| ) 1.

Now lety ∈ µ(t∗), then we have

y + φt(y) = zt + J ◦ At(zt), (3.23)

wherezt = Pµ(t∗)(y + φt(y)) is a differentiable family inµ(t∗) andzt∗ = y. Hence by
differentiating the both sides of(3.23)we have

d

dt
φt|t=t∗ (y) = Pµ(t∗)

(
d

dt
φt|t=t∗ (y)

)
+ J ◦ d

dt
At|t=t∗ (y).

By this equality we have the invariance of the definition of the bilinear formQM from the
auxiliary fixed Lagrangian subspaceν.

Proposition 3.26.

QM(x, y) = d

dt
ω(x, φt(y))|t=t∗ , x, y ∈ µ(t∗).

Proof. Let x, y ∈ µ(t∗), then

d

dt
ω(x, φt(y))|t=t∗ = ω

(
x,Pµ(t∗)

(
d

dt
φt|t=t∗ (y)

)
+ J ◦ d

dt
At|t=t∗ (y)

)
= ω

(
x, J ◦ d

dt
At|t=t∗ (y)

)
= QM(x, y). �

The bilinear formQM is symmetric onµ(t∗) at each pointt∗ solely defined by the
differentiable family{µt} itself and we show the coincidence of the signatures of two
bilinear formsQM andQ̃M.

Proposition 3.27. On µ(t∗) ∩ λ, signQM = signQ̃M.

Proof. We have two expression of the spaceµ(t):

(a) µ(t) = {x+ J ◦ At(x)|x ∈ µ(t∗)}, At ∈ B̂(µ(t∗)), {At} isC1-class.
(b) µ(t) = Ut(λ

⊥), where{Ut} is aC1-class family of unitary operators onHJ .

PutUt+t∗ = Ut∗ e
√−1St andc(t + t∗) = Sλ(µ(t + t∗)) = c(t∗)e

√−1Rt , where{St} and
{Rt} areC1-class families of selfadjoint operators onHJ . We representSt = Xt + √−1Yt
with Xt, Yt ∈ B(µ(t∗)),X = tX andY = −tY .

By differentiatingc(t) = Ut ◦ θλ(Ut) at t = t∗ we have

d

dt
c(t)|t=t∗ = ċ(t∗) = Ut∗ ◦ √−1Ṡ0 ◦ θλ(Ut∗)+ Ut∗ ◦ θλ(Ut∗ ◦ √−1Ṡ0)

= Ut∗(
√−1(Ẋ0 + √−1Ẏ0)+ √−1(Ẋ0 − √−1Ẏ0)) ◦ θλ(Ut∗)

= 2
√−1Ut∗ ◦ Ẋ0 ◦ θλ(Ut∗) = √−1c(t∗)Ṙ0.
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This identity says that the bilinear form̃QM onHJ defined byṘ0 is unitary equivalent to the
complexification of the bilinear form defined by the real selfadjoint operator 2Ẋ0 onµ(t∗).

Now by differentiating the equality

Ut(x) = Pµ(t∗)(Ut(x))+ J ◦ At(Pµ(t∗)(Ut(x))), x ∈ λ⊥,

we have

Pµ(t∗) ◦ Ṡ0(Ut∗(x)) = Ȧ0(Ut∗(x)).

Note that we used here the equationJ ◦ Pµ(t∗) + Pµ(t∗) ◦ J = J .
Let x, y ∈ µ(t∗), then we have

ω(x, J ◦ Ȧ0(y)) = 〈x, Ȧ0(y)〉 = 〈x,Pµ(t∗) ◦ Ṡ0(y)〉 = 〈x, Ẋ0(y)〉. (3.24)

Hence the unitary equivalence (on the whole spaceHJ ) of the bilinear forms defined by
the operatorṡR0 and 2Ẋ0 and theEq. (3.24)(note that the identity holds onµ(t∗)) show
the proposition. �

Remark 3.28. The unitary equivalence of the two bilinear formsQM andQ̃M onµ(t∗)
implies that the definition of the bilinear form̃QM does not depend on the almost complex
structureJ by which we regard the real Hilbert spaceH as a complex Hilbert spaceHJ .
This means we can freely replace the inner product by a suitable one. For example, we
can assume that any two transversal Lagrangian subspaces are orthogonal (see proof of
Theorem 5.10).

Now we have a similar formula withProposition 3.22.

Corollary 3.29. Let µ : I → FΛλ(H) be a C1-class path. Let 0 < t∗ < 1 be a regular
crossing of the curve. Then it is also regular crossing of the curve {Sλ ◦ µ(t)}, and there
exists a positive δ > 0 such that

Mas({µ(t)}|t−t∗|≤δ, λ) = signQM,

where QM denotes the crossing form of {µ(t)} at the time t = t∗.

Remark 3.30. In the paper[29] the authors gave a definition of the Maslov index (for the
case of finite dimension) for such differentiable curves{c(t)}t∈[0,1] that all their “crossings”
are regular in terms of this bilinear form with corrections at the end points by adding the
halves of the dimensions dimλ ∩ c(1) and dimλ ∩ c(0).

Finally in this subsection we give an example of aC1-class path with a regular crossing
and calculate the Maslov index.

Example 3.31. Let F be a finite dimensional subspace inJ(λ), and we define a family of
unitary operators such that

U(t)(x) =
{

e
√−1πt · x x ∈ F

x x ∈ F⊥ ∩ J(λ)
(3.25)
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For eacht, t ∈ [0,1] let µ(t) = U(t)(J(λ)), thenµ(t) ∈ FΛλ(H) andt = 1/2 is an only
non-trivial crossing withλ and is regular. As is easily determined the crossing form is given
by

QM(x, y) = π〈x, y〉, x, y ∈ J(F). (3.26)

Hence we have

Mas({µ(t)}0≤t≤1, λ) = signQM = dimF.

Also for 0< ε ) 1

Mas({µ(t)}1/2≤t≤1/2+ε, λ) = 0,

and

Mas({µ(t)}1/2−ε≤t≤1/2, λ) = dimF.

3.5. Maslov index for paths of Fredholm pairs of Lagrangian subspaces

In this subsection we will denote the direct sum of the symplectic Hilbert space(H, ω)and
(H,−ω)with the notationH = H�H ≡ Hω�H−ω.H is a symplectic Hilbert space with the
symplectic formΩ = ω−ω, and the corresponding almost complex structureJ = J�−J ,
so that we haveHJ = HJ�H−J . Then the diagonalN in H is a Lagrangian subspace.
Let {(µt, λt)}t∈I be a continuous family of Fredholm pairs of Lagrangian subspaces, then
{µt�λt} is a curve inFΛN(Hω�H−ω). Of course it is natural to define the Maslov index
of the curve of Fredholm pairs{(µt, λt)} to beMas({µt ⊕ λt},N).

Proposition 3.32. Let {µt} be a continuous curve in FΛλ(Hω), then

Mas({µt}, λ) = Mas({µt ⊕ λ},N).

Remark 3.33. For loops this property will be well-known. For arbitrary continuous paths
in the finite dimensional case this can be proved by making use ofProposition 4.3(Section
4.1), but in the infinite dimensional case we have no such relations and we need a proof
which is valid not only for loops but also for any continuous paths.

If we identify HJ = N + N⊥ = N + J(N) ∼= N ⊗ C, thenτN(a�b) = b�a. Let us
decomposeH asH = λ⊕ λ⊥ and letϕ : N → N⊥ be

ϕ((x, y)�(x, y)) = (−x, y)�(x,−y),
where we express elements inN by (x, y)�(x, y), x+ y ∈ λ+ λ⊥ = H . Then we have

graphϕ = λ⊥�λ.

LetA = J ◦ ϕ : N → N andV : HJ → HJ by

V = −√−1√
2

− A⊗ Id√
2

,
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where we regardA = A⊗ Id is complexified according to the identificationHJ
∼= N⊗ C.

Then we have√−1(A⊗ Id)((a, b)�(c, d)) = (c,−d)�(−a, b) (3.27)

for (a, b)�(c, d) ∈ HJ�H−J = (λ+ λ⊥)�(λ+ λ⊥) and

V(N⊥) = λ⊥�λ. (3.28)

Now we define mapsaλ, bλ andPλ as follows:

aλ : Uλ(HJ) → UN(HJ), U �→ Ũ ◦ V,
whereŨ = U�Id : HJ�H−J → HJ�H−J

bλ : UF(HJ) → UF(HJ), W �→ √−1 ·W ◦ (A⊗ Id),

and

Pλ : FΛλ(H) → FΛN(H), µ �→ µ�λ.

Lemma 3.34. The following diagram is commutative.

Proof. It will be enough to proveSN◦Pλ = bλ◦Sλ. SinceθN(V) = V ,V 2 = √−1·A⊗ Id
andθN(Ũ) = Id�U∗ we have

SN ◦ ρN(aλ(U)) = Ũ ◦ V ◦ τN ◦ (Ũ ◦ V)∗ ◦ τN = Ũ ◦ √−1(A⊗ Id) ◦ θN(Ũ)
= ˜U ◦ θλ(U) ◦ √−1(A⊗ Id),

which prove the commutativity of the diagram. �

Proof of Proposition 3.32. From the above lemma we can show that ifE is an eigenvalue
of SN(ρN(aλ(U))), then−E2 is an eigenvalue ofSλ ◦ ρλ(U). Conversely ifl = e

√−1σ

is an eigenvalue ofSλ ◦ ρλ(U), then only one of±e
√−1(π+σ) is closed to−1. So if we

have a continuous curve{µt} ⊂ FΛλ(H), then the numbers of eigenvalues of{Sλ(µt)}
and {SN(µt�λ)} which across e

√−1π coincide in both directions. This proves the pro-
position. �

The next property will be also natural.

Proposition 3.35. Mas({µt�λt},N) = −Mas({λt�µt},N).
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4. Finite dimensional cases

In the finite dimensional cases, the Maslov index for arbitrary continuous paths in the
Lagrangian–Grassmannian was first defined in the paper[16] by noting the extendibility
of the “Leray index” for arbitrary pairs of points on the universal covering space of the
Lagrangian–Grassmannian by making use of the cocycle condition of the “Leray index”,
and this condition comes from the relation with the “Kashiwara index”. Conversely, first
we define Maslov index for arbitrary paths with respect to a Maslov cycle as we gave above,
then we can define the “Leray index” for arbitrary pairs of points on the universal covering
of the Lagrangian–Grassmannian (Proposition 4.3).

In the infinite dimensional case we could define the Maslov index for arbitrary paths with
respect to a Maslov cycle as we did in the aboveDefinition 3.8, however we cannot define
“Kashiwara index” for arbitrary triples of Lagrangian subspaces like the finite dimensional
case, although we have a symmetric bilinear form similar to the finite dimensional case.
Only we can define it for mutually almost coincident triples, since then the symmetric
bilinear form is of finite rank. Also we cannot define “Leray index” for arbitrary pairs of
points on the universal covering space of the Fredholm–Lagrangian–Grassmannian.

In this section, following[16] we summarize the mechanism for defining the Maslov
index for paths inΛ(H) of the finite dimensional symplectic vector spaceH , and give an
extension of the “Kashiwara index” to arbitrary triples of unitary operators (Section 4.2).

4.1. Leray index and Kashiwara index

Let !1, !2 and!3 be three Lagrangian subspaces and define the quadratic formQ on the
direct sum!1 ⊕ !2 ⊕ !3 as follows:

Q(x, x′, x′′) = ω(x, x′)+ ω(x′, x′′)+ ω(x′′, x), x ∈ !1, x′ ∈ !2, x′′ ∈ !3. (4.1)

The corresponding bilinear form is

Iω(x, x
′, x′′; a, a′, a′′)

= ω(x, a′)+ ω(x′, a)+ ω(x, a′′)+ ω(x′′, a)+ ω(x′, a′′)+ ω(x′′, a′),
x, a ∈ !1, x′, a′ ∈ !2, x′′, a′′ ∈ !3.

The signature of this quadratic form is called “Kashiwaka index” or “ cross index” of the
triple of Lagrangian subspaces. We denote it byσ(!1, !2, !3).

In the finite dimension cases, althoughΛλ(H) = Λ(H) always, it should be noted that
the Souriau mapSλ : Λ(H) → U(HJ) itself depends on the pre-fixed Lagrangian subspace
λ. Now let

Ũ(HJ) = {(U, α) ∈ U(HJ)× R|detU = e
√−1α}

be a realization of the universal covering of the unitary groupU(HJ), then the space
S∗
λ(Ũ(HJ)) = Λ̃(H) = {(µ, α) ∈ Λ(HJ) × R|detSλ(µ) = e

√−1α} is the universal cover-
ing of the Lagrangian–GrassmannianΛ(H) with the projection mapqλ : Λ̃(H) → Λ(H).
Let !̃1 and !̃2 be two point onS∗

λ(Ũ(HJ)) = Λ̃(H) and we assume thatqλ(!̃1) = !1 and
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qλ(!̃2) = !2 are transversal, i.e.,!1 ∩ !2 = {0}. Then Id+ Sλ(!1)Sλ(!2)
∗ is invertible, so

we define “Leray index” µ(!̃1, !̃2) of such a pair by the following definition.

Definition 4.1.

µ(!̃1, !̃2) = 1

2π
(α1 − α2 + √−1 Tr log(−Sλ(!1) ◦ Sλ(!2)

∗)),

where log is defined by(3.18).

We have a fundamental relation of the Leray index and the Kashiwara index (cocycle
condition of the Leray index).

Proposition 4.2. Let !̃1, !̃2 and !̃3 be three points on Λ̃(HJ) such that each of the pairs
(qλ(!1), qλ(!2)), (qλ(!1), qλ(!3)) and (qλ(!2), qλ(!3)) is transversal, then

µ(!̃1, !̃2)+ µ(!̃2, !̃3)+ µ(!̃3, !̃1) = σ(qλ(!1), qλ(!2), qλ(!3)). (4.2)

Then we define for any pairs(!̃1, !̃2) ∈ Λ̃(H)×Λ̃(H) (without transversality assumption
between the pair(qλ(!̃1), qλ(!̃2))) the “Leray index” µ(!̃1, !̃2) by the formula

µ(!̃1, !̃2) = µ(!̃, !̃2)− µ(!̃, !̃1)+ σ(qλ(!1), qλ(!2), qλ(!)) (4.3)

by taking an element̃! in Λ̃(H) such thatqλ(!̃) is transversal to eachqλ(!̃i) (i = 1,2).
The independence of this value from the choice of such !̃ is proved by making use of the

fact

∂σ(!0, !1, !2, !3) = σ(!1, !2, !3)− σ(!0, !2, !3)+ σ(!0, !1, !3)− σ(!0, !1, !2) = 0.

(4.4)

Now we fix aλ ∈ Λ(H) and let{c(t)}t∈[0,1] be a continuous curve inΛ(H), and take a
lifting {c̃(t)}t∈[0,1] of the curve{c(t)}. Then we have the following proposition.

Propositiion 4.3.

Mas({c(t)}, λ) = µ(c̃(0), c̃(1))− σ(λ, c(1), c(0)).

4.2. Complex Kashiwara index

By the very definition of the Leray index we see that it can be defined, by the same
formula, for any pairs of the points((U, α1), (U, α2)) in Ũ(HJ) with the property that
Id + U1 ◦ U−1

2 is invertible:

µ((U, α1), (U, α2)) = 1

2π
(α1 − α2 + √−1 Tr log(−U1 ◦ U−1

2 )).

Then for such triples the sum

µ((U, α1), (U, α2))+ µ((U, α2), (U, α3))+ µ((U, α3), (U, α1))
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is independent of(α1, α2, α3). This enables us to extend the Kashiwara index for any triples
of unitary matrices. We explain it here.

We denote the sesquilinear extension of the symplectic formω byωC.
For three Lagrangian subspacesLi ∈ ΛC(H ⊗ C) (i = 1,2,3) we define the bilinear

form

ICω : L1 ⊕ L2 ⊕ L3 × L1 ⊕ L2 ⊕ L3 → C, (4.5)

by

ICω (z, z
′, z′′;w,w′, w′′)

= ωC(z, w′)+ ωC(w, z′)+ ωC(z, w′′)+ ωC(z′′, w)+ ωC(z′, w′′)+ ωC(z′′, w′),
z = x+ √−1y, w = a+ √−1b ∈ L1, z′, w′ ∈ L2, z′′, w′′ ∈ L3.

Then this is an Hermite form onL1 ⊕ L2 ⊕ L3. We denote the signature of this form by

σC(L1, L2, L3)

and call it “complex Kashiwara index” or “complex cross index”. If eachLi = λi ⊗ C
with λi ∈ Λ(H), then this is the sesquilinear extension of the bilinear formIω and their
signatures coincide.

Next recall the isomorphismΦλ (2.46):

Φλ : U(HJ) → ΛC(H ⊗ C),

Φλ(V) = the graph of the unitary operator− k ◦ V ◦ τλ ◦ K−1 ∈ U(E+, E−).

Proposition 4.4. Let (Ui, αi) ∈ Ũ(HJ), i = 1,2,3, i.e., detUi = e
√−1αi , and assume

det(Ui ◦ U−1
j + Id) �= 0, i, j = 1,2,3, then

µ((U1, α1), (U2, α2))+ µ((U2, α2), (U3, α3))+ µ((U3, α3), (U1, α1))

= σC(Φλ(U1),Φλ(U2),Φλ(U3)).

Especially the value of σC does not depend on the fixed λ.

Now let (U1, α1) and(U2, α2) be any pair of the points iñU(HJ) and choose an element
(U, α) such that

det(Id + U1 ◦ U−1) �= 0 and det(Id + U2 ◦ U−1) �= 0. (4.6)

Then we can define the “Leray index” of the pair(U1, α1), (U2, α2) by the formula.

Definition 4.5.

µ((U1, α1), (U2, α2))

= µ((U, α), (U2, α2))− µ((U, α), (U1, α1))+ σC(Φλ(U1),Φλ(U2),Φλ(U)).

The similar cocycle property ofσC with (4.4) guarantees that this definition does not
depend on the choice of the element(U, α) which satisfies the condition(4.6), and the
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function is defined on the spaceŨ(H) × Ũ(H). Also it is the extension of the Leray index
defined on the spacẽΛ(H)× Λ̃(H) through the embedding

Λ̃(H)× Λ̃(H) ↪→ Ũ(HJ)× Ũ(HJ).

Note that this embedding is defined by choosing aλ ∈ Λ(H).

Remark 4.6. We do not state the invariance of the Maslov index and other indexes (finite
and infinite dimensions) under the unitary and symplectic group actions. These will be
proved by making use of the properties of the Souriau map.

5. Polarization and a reduction theorem of the Maslov index

For the proof ofTheorem 2.54we employed the finite dimensional reduction (= the
diagram(2.44)) of the Maslov index from infinite dimensions to finite dimensions. In
this section we prove a reductionTheorem 5.10of the Maslov index inside the infinite
dimensions.

5.1. Symplectic transformation and Canonical relation

First we remark a continuity of a symplectic transformation.
LetHi (i = 0,1) be two symplectic Hilbert spaces equipped with compatible symplectic

structures (symplectic formsωi, inner products〈•, •〉i and almost complex structuresJi
(i = 0,1)). As in Section 3.5we consider the direct sumH0�H1 as a symplectic Hilbert
space with the compatible symplectic form

Ω((x, a), (y, b)) = ω0(x, y)− ω1(a, b), (x, a), (y, b) ∈ H0�H1.

Let S : H0 → H1 be a linear map defined on the whole spaceH0 and we assume thatS
keeps the symplectic forms:

ω1(S(x), S(y)) = ω0(x, y), for all x and y ∈ H0. (5.1)

Then it is easy to see thatS is injective and the graphGS = {(x, S(x))|x ∈ H0} is
an isotropic subspace. Under the assumption(5.1), the closure of the imageS(H0) is a
symplectic Hilbert space. So now we start assuming thatS has a dense image, then we have
the following proposition.

Proposition 5.1. The graphGS is a Lagrangian subspace inH0�H1. Hence S is a bounded
operator by the closed graph theorem.

Proof. Let (a, b) ∈ H0�H1 andΩ(a, b), (x, S(x)) = 0 for all x ∈ H0. Then we have
ω0(x, a) = ω1(S(x), b) = ω1(S(x), S(a)). HenceS(a) = b, which shows that the graph
GS is a Lagrangian subspace inH0�H1. �

By this proposition, if a symplectic transformationS between two symplectic Hilbert
spaces is algebraically isomorphic, then it must be topologically isomorphic.
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We call a Lagrangian subspaceC in the direct sumH0�H1 with the symplectic form
Ω = ω0 − ω1 a canonical relation (see for the global settings[20,21]). The graph of a
symplectic transformation defined on the whole spaceH0 with the dense image is so a
canonical relation.

In this section we consider a particular canonical relation given as a graph of a closed
symplectic transformation, that is, letS be a densely defined closed and symplectic trans-
formation, and in particular not continuous:

S : DS → H1, ω0(x, y) = ω1(S(x), S(y)), x andy ∈ DS,
whereDS is a dense subspace in the symplectic Hilbert spaceH0. Then again we have the
following proposition.

Proposition 5.2. Let us assume that S has the dense image, then the graph GS is a La-
grangian subspace in H0�H1.

Let λ ∈ Λ(H0), then we have alwaysλ ∩DS �= {0} andS(λ) is an isotropic subspace,
but will not be a Lagrangian subspace in general.

In the next subsection we will showTheorem 5.10that if we induce this mapS between
certain Fredholm–Lagrangian–Grassmannians, then it preserves the Maslov index under
additional assumptions.

5.2. Polarization of symplectic Hilbert spaces

Again letH be a symplectic Hilbert space.

Definition 5.3. We say that the symplectic Hilbert space is polarized, whenH is decom-
posed into a direct sum of two Lagrangian subspaces

H = !+ ⊕ !−.

Or we say that the sumH = !+ ⊕ !− is a polarization ofH .

Remark 5.4. In the polarizationH = !+ ⊕ !− the subspaces need not be orthogonal,
however it is possible by replacing the inner product (symplectic form should not be changed
always) that the sum is orthogonal. Of course the new norm is equivalent to the initial one
(Remark 3.28)).

Proposition 5.5. Let H = !− + !+ be a polarized symplectic Hilbert space.

(a) Let S be a closed subspace in !−, and we take a complement T of S in !−, !− = S+T .
Put F = T ◦ ∩ !+, then S + F is a symplectic subspace, in fact

(S + F)◦ = T + S◦ ∩ !+

and

S + F + T + S◦ ∩ !+ = H.
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(b) Let S be a closed subspace in !− and F be a closed subspace in !+. Assume that S+F

is a symplectic subspace, then F◦ ∩ !− + S◦ ∩ !+ is a symplectic subspace

(S + F)◦ = F◦ ∩ !− + S◦ ∩ !+.

Proof. Proof of (a). PutG = S◦ ∩ !+, then

(S + F)◦ = S◦ ∩ (T ◦ ∩ !+)◦ = T + S◦ ∩ !+ = T +G,

sinceT ⊂ S◦. Next byF +G = T ◦ ∩!+ +S◦ ∩!+ ⊂ !+ we have(T ◦ ∩!+ +S◦ ∩!+)◦ =
(T + !+) ∩ (S + !+) = !+, henceF +G = !+. SoF + S +G+ T = H .

Proof of (b). PutT = F◦ ∩ !− andG = S◦ ∩ !+, then (T + G)◦ = (F + !−) ∩
(S + !+) = F + S. Now it is enough to show thatG + F = !+. Since(G + F) ⊂ !+,
!+ ⊂ (F + S◦ ∩ !+)◦ = F◦ ∩ (S + !+) = F◦ ∩ S + !+ = !+. Here we used the fact that
!+ ⊂ F◦ andF◦ ∩ S = {0}. This proves (b). �

Corollary 5.6. Let λ− + λ+ = H be a polarization and S + T = λ− be a decomposition
by closed subspaces. Put F = T ◦ ∩λ+ andG = S◦ ∩λ+, then we have a new polarization
of H,H = (T + F)+ (S +G).

Corollary 5.7. Let H = !− + !+ be a polarized symplectic Hilbert space, S a closed
subspace in !− and F a closed subspace in !+. Assume that S+F is a symplectic subspace
as in the proposition above (b), then we can introduce a compatible inner product with the
symplectic form which satisfies that all for isotropic subspaces S, F , T = F◦ ∩ !− and
G = S◦ ∩ !+ are mutually orthogonal.

We use this corollary in the proof ofTheorem 5.10.

Remark 5.8. The operationS �→ S◦ ∩ !+ is idempotent. In fact,(S◦ ∩ !+)◦ ∩ !− =
(S + !+) ∩ !− = S.

Let us consider the following situation:

[CP1]: Let H and B be symplectic Hilbert spaces with a compatible symplectic structure
ωH and ωB, respectively. We assume both are polarized with Lagrangian subspaces
λ± and !±:

B = λ+ + λ−, H = !+ + !−.

[CP2]: There are continuous injective maps

i+ : !+ → λ+, i− : λ− → !−

having “dense images”.
[CP3]: For any x ∈ !+ and b ∈ λ−

ωB(i+(x), b) = ωH(x, i−(b)).
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Remark 5.9. An example satisfying these conditions is given inSection 6.1, Example 6.7.

Letµ ∈ FΛ(B) and put

γ(µ) = {(x, y) ∈ !+ ⊕ !−|∃b ∈ λ−, (i+(x), b) ∈ µandy = i−(b)}.
The subspaceγ(µ) is always isotropic, but need not be always Lagrangian nor closed. For
example, if we takeλ− asµ, thenγ(λ−) = i−(λ−) is dense but not closed in!−, so it is
not a Lagrangian subspace. However if we restrict the mapγ to FΛλ−(B), then we have
the following theorem.

Theorem 5.10.

(a) For µ ∈ FΛλ−(B), γ(µ) ∈ FΛ!−(H).
(b) The map γ : FΛλ−(B) → FΛ!−(H) is continuous (and more strongly it is differen-

tiable).
(c) Let {c(t)} be a continuous curve in FΛλ−(B), then

Mas({c(t)}, λ−) = Mas({γ(c(t))}, !−). (5.2)

We prove this theorem in the next subsection.

Let D = i+(!+) + λ− and S : D → H , S : i+(x) + b �→ x + i−(b), then by the
assumption [CP3] the mapS is a symplectic transformation and we have the following
proposition.

Proposition 5.11. Let H = H�B be the symplectic Hilbert space with the symplectic form
Ω = ωH − ωB and let

C = {(x, y)�(a, b) ∈ H|x ∈ !+, b ∈ λ−, y = i−(b), a = i+(x)}.
Then C is the graph of the map S, is a Lagrangian subspace and S(µ) = γ(µ).

Proof. It is easy to show thatC is isotropic. So we only prove the following: let(u, v)�(k, k′) ∈
H satisfying

Ω((u, u′)�(k, k′), (x, i−(b))�(i+(x), b)) = 0

for any(x, i−(b))�(i+(x), b) ∈ C.
Then we have

ωH(u, i−(b))+ ωH(u
′, x)− ωB(k, b)− ωB(k

′, i+(x)) = 0.

From this equation and Assumption [CP3], we haveu′ − i−(k′) = 0 andk − i+(u) = 0,
which show(u, u′)�(k, k′) ∈ C andC is a Lagrangian subspace.

Now we see the coincidenceS(µ) = γ(µ) by the definitions. �
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5.3. Proof of Theorem 4.10

Let S be a finite dimensional subspace inλ−, then there is a finite dimensional subspace
L in !+ such thati−(S) + L is a symplectic subspace inH and by Assumption [CP3]
S + i+(L) is also a symplectic subspace inB. There are many possibility to choose such
a subspaceL. We fix one of them by introducing a compatible inner product inH with
respect to which!± are orthogonal. So we putL = JH(i−(S)), whereJH is the almost
complex structure defined by the compatible inner product.

Hereafter we put the symplectic subspacesS + i+(L) = BS andi−(S) + L = HS with
L = JH(i−(S)), corresponding to a finite dimensional subspaceB in λ−.

Then we have a symplectic isomorphism

iS = i−|BS ⊕ (i+)−1
|i+(L) : BS = S + i+(L)

∼−→HS = i−(S)+ L,

x+ y �→ i−(x)+ (i+)−1(y).

Next we remark that ifθ is a Lagrangian subspace inBS then(S⊥ ∩λ−)+θ is a Lagrangian
subspace inB. Let us denote the Lagrangian subspace of the form(S⊥ ∩λ−)+ θ byλ(S, θ)
and denote the subset of such Lagrangian subspaces that are “transversal” toλ+ by

Λ
(0)
S = {λ(S, θ) = (S⊥ ∩ λ−)+ θ|λ(S, θ) ∩ λ+ = {0}, θ ∈ Λ(BS)}.

Then we have⋃
B⊂λ−,dimB<∞

⋃
λ∈Λ(0)

S

FΛ(0)
λ (B) = FΛλ−(B).

Forµ ∈ FΛλ−(B) putS = λ− ∩ µ, then there is a Lagrangian subspaceθ in BS such that
the Lagrangian subspace of the form(S⊥ ∩ λ−) + θ is transversal both toµ andλ+ by
Proposition 2.43.

Let λ(S, θ) ∈ Λ
(0)
S , then we can define new polarizations ofH andB which satisfy

Assumptions [CP1], [CP2] and [CP3] by making use ofλ(S, θ). Theses are obtained by
replacing the Lagrangian subspacesλ− and!− by λ(S, θ) and ((i−(S))⊥ ∩ !−) + iS(θ)
respectively with the sameλ+ and!+. We replace the mapi− by i−|S⊥∩λ−

⊕ iS|θ. Note that

this change of polarizations do not change the mapγ.
Now letλ ∈ Λ

(0)
S , then anyµ in FΛ(0)

λ (B) is expressed as a graph of a continuous map

φµ : λ+ → λ. Hence onFΛ(0)
λ (B) the mapγ is expressed in the form

γ(µ) = the graph of the mapiS ◦ φµ ◦ i+.

So it will be apparent of the continuity and also of the differentiability of the mapγ on
FΛ(0)

λ (B), if we knowγ(µ) ∈ FΛ!−(H).
To show the last assertion it is enough to prove the case whenλ is λ− and also it will be

enough to proveγ(µ)◦ ⊂ γ(µ). So letx ∈ !+ be an arbitrary element and assume that an
elementa+ b ∈ !+ + !− satisfies

ωH(x+ i− ◦ φ ◦ i+(x), a+ b) = 0.
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Then we have

ωH(x, b)+ ωH(i− ◦ φ ◦ i+(x), a) = 0.

Hence by Assumption [CP3]

ωH(x, b)+ ωH(i− ◦ φ ◦ i+(x), a)
= ωH(x, b)+ ωB(φ ◦ i+(x), i+(a))
= ωH(x, b)+ ωB(φ ◦ i+(x), i+(a))+ ωB(i+(x), φ ◦ i+(a))− ωH(x, i− ◦ φ ◦ i+(a))
= ωH(x, b)+ ωB(i+(x)+ φ ◦ i+(x), i+(a)+ φ ◦ i+(a))− ωH(x, i− ◦ φ ◦ i+(a))
= ωH(x, b)− ωH(x, i− ◦ φ ◦ i+(a)) = 0.

From this we have

b− i− ◦ φ ◦ i+(a) = 0,

which shows that(a, b) = (a, i− ◦φ◦ i+(a)) ∈ γ(µ). Henceγ(µ) is a Lagrangian subspace.
These proveTheorem 5.10(a) and (b).

For the proof ofTheorem 5.10(c), we compute Maslov indexes of particular paths ex-
plicitly along the following steps (F1)–(F4) (see also similar arguments in[8]):

(F1) Let{c(t)} be a path such that allc(t) is transversal toλ−, thenγ(c(t)) is also transversal
to !− for anyt. HenceMas({c(t)}, λ−) = Mas({γ(c(t))}, !−) = 0.

(F2) LetL be a subspace in!+ with dimL = 1 and let{c(t)} be a loop defined inExample
3.31 of Section 3.4 forF = i+(L). We assume the symplectic structure inB is
compatible. SoF + JB(F) is symplectic andL+ i− ◦ JB(F) is also symplectic inH .
Let F̃ = F⊥ ∩ λ+, then the path{γ(c(t))} is expressed as

γ(c(t)) = { cos(πt) · x+ sin(πt) · i− ◦ JB ◦ i+(x)+ z|x ∈ L, z ∈ (i+)−1(F̃ )}.
The path{γ(c(t))} has only one non-trivial crossing att = 1/2. We show that this is
a regular crossing and determine the signature of the crossing form att = 1/2.

LetA = i− ◦JB ◦ i+ and we take a suitable subspaceK̃ in !− such thatK̃∩A(L) =
{0}, K̃+(i+)−1(F̃ ) is symplectic, andL+K̃ = ν is a Lagrangian subspace transversal
to {γ(c(1/2))}, so that we can express{γ(c(t))}|t−1/2|)1 as graphs of linear maps

ft : γ(c(1
2)) = A(L)+ (i+)−1(F̃ ) → ν, ft : u+ z �→ cot(πt) · A−1(u).

Now we determine the crossing form att = 1/2. Letx, y ∈ L, then

d

dt
ωH(A(x), ft(A(y)))|t=1/2

= ωH

(
i− ◦ JB ◦ i+(x),

−π
sin2(πt)

y

)
|t=1/2

= −πωB(JB ◦ i+(x), i+(y)) = π〈i+(x), i+(y)〉B.
From this equality, both of the Maslov indexesMas({c(t)}, λ−) = 1 andMas({γ(c(t))},
!−) = 1.
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(F3) Letµ in FΛλ−(B) and assumeµ is contained in the Maslov cycleMλ−(B) with
dimµ ∩ λ− = N > 0.

Let {c(t)} be the path inFΛλ−(B) defined inExample 3.31in Section 3.4 for
F = i+ ◦ JH ◦ i−(µ ∩ λ−).

Note that here we usedCorollary 5.7for the existence of a compatible inner product
in the symplectic Hilbert spaceB. So by the corresponding almost complex structure
JB, the isotropic subspacesµ∩λ− is written asµ∩λ− = JB(i+◦JH◦i−(µ∩λ−)). Then
we can construct a path inExample 3.31of Section 3.4 in terms of unitary operators.

Now again the path{γ(c(t))} has only one non-trivial crossing att = 1/2 with!− and
by the same way as in (F2) we know that the crossing form is positive definite onµ∩λ−.

(F4) Finally we can prove the coincidence of the Maslov indexes(5.2)for arbitrary continu-
ous paths. Since if the given path{c(t)} is a loop, then they coincide because of the fact
that they coincides for a generator of the fundamental group of the spaceFΛλ−(B).
If it is not a loop, then by joining the paths in (F3) from the end point which is in the
Maslov cycleMλ−(B) and we make this catenated path to a loop again by joining a
path in (F1). Now we know the Maslov indexes of these loops coincides and Maslov
indexes of added paths are all coincident, so that this proveTheorem 5.10(c).

6. Closed symmetric operators and Cauchy data spaces

In this section we discuss Lagrangian subspaces in the symplectic Hilbert spaceβ ex-
plained inExample 2.2.

6.1. Cauchy data space

Let L be a real Hilbert space, andA be a closed densely defined symmetric operator
with the domainDm ⊂ L. We denote the domain of the adjoint operatorA∗ byDM . As
explained in theExample 2.2the factor spaceβ = DM/Dm is a symplectic Hilbert space.

Even if we add a bounded selfadjoint operatorB to the operatorA, we have the same
domainDM of the adjoint operator(A+B)∗, the graph norms defined onDM are equivalent
and moreover the symplectic forms defined by the operatorA andA+ B coincide.

In any case we denote byγ the natural projection mapγ : DM → β. It will be clear
thatγ(KerA∗) is an isotropic subspace, but we need some assumptions on the operatorA

to show the closedness of it. We call the spaceγ(KerA∗) “Cauchy data space”.

Proposition 6.1. Let D be a subspace such that Dm ⊂ D ⊂ DM . Then the restriction of
the adjoint operator A∗ to the domainD is selfadjoint, if and only if, the factor space γ(D)
is a Lagrangian subspace in β.

From now on we assume that:

[E1]: A has at least one selfadjoint “Fredholm” extension, that is, there exists a subspace
D (closed in the graph norm topology) such thatAD = A∗

|D is selfadjoint and has
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the finite dimensional kernel and the imageAD(D) is closed inL and is of finite
codimension.

[E2]: KerA∗ ∩Dm = {0}.

Remark 6.2. By the assumption [E2], A∗ : DM → L is surjective. For the case of
differential operators, the condition [E2] is requiring that the operator satisfies the unique
continuation property with respect to a boundary (or a hypersurface).

Both of these conditions [E1] and [E2] are satisfied by elliptic operators of Dirac type on
compact manifolds. For such operators the unique continuation property holds with respect
to any hypersurfaces. The spaceDm will be the minimal domain of the definition, i.e.,
the subspace of the first order Sobolev space with the vanishing boundary values, and the
Cauchy data space will be realized in a subspace of distributions on the boundary manifold,
that is, in the−1/2 order Sobolev space.

Proposition 6.3. Under the assumptions [E1] and [E2]

(a) γ(KerA∗) is a Lagrangian subspace,
(b) γ(KerA∗) and γ(D) is a Fredholm pair.

Proof. SinceA∗(D) is a closed finite codimensional subspace, we have(A∗)−1(A∗(D)) =
KerA∗ +D is a closed subspace inDM (equipped with the graph norm topology), hence
γ(KerA∗ +D) = γ(KerA∗)+ γ(D) is closed inβ.

Again since KerA∗+D is closed and dim(KerA∗∩D) < +∞ we know that KerA∗+Dm
is also close inDM , and soγ(KerA∗) = γ(KerA∗ +Dm) must be close inβ, and that it is
a closed isotropic subspace.

Now we have relations:

(a) dimγ(Ker∗) ∩ γ(D) = dim KerA∗ ∩D,
(b) dimL/(KerA∗ +D) = dim KerA∗ ∩D.

So we have

dimγ(KerA∗) ∩ γ(D) = dimγ(KerA∗)◦ ∩ γ(D) = dimβ/(γ(KerA∗)+ γ(D)) < ∞,

and hence

γ(KerA∗) ∩D = γ(KerA∗)◦ ∩D, γ(KerA∗)+D = γ(KerA∗)◦ +D.
From these equalitiesγ(KerA∗) is a Lagrangian subspace andγ(KerA∗) ∈ FΛγ(D)

(β). �

Corollary 6.4. Under the assumptions [E1] and [E2] the extension of A to Dm + KerA∗,
A∗

|Dm+KerA∗ , is a selfadjoint operator.

Remark 6.5. The extension in the aboveCorollary 6.4is called “Soft extension”. This
is also an interesting extension, although it is far from Fredholm operators. For example,
in the paper[18] the asymptotic behavior of non-zero eigenvalues was investigated for a
symmetric elliptic operator of even order on a bounded domain.
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Example 6.6. Let

A = J

(
d

dt
+ B

)
(6.1)

be an ordinary differential operator acting onC∞
0 (0,1)⊗ R2N , where

J =
(

0 I

−I 0

)

andB is a 2N × 2N symmetric matrix. In this caseβ = DM/Dm ∼= R2N�R2N with the
symplectic formJ� − J. The cases treated in[12] reduce to this case (see also[13] and
[26]).

Example 6.7. We describe an example of the Cauchy data space which can be realized in
the distribution space on a manifold.

LetM be a manifold with boundaryΣ = ∂M, andA be a first order symmetric elliptic
operator acting on a space of smooth sections of a real smooth vector bundleE. Here we
mean that the operator is symmetric, when it is symmetric on the space of smooth sections
whose supports do not intersect with the boundary manifoldΣ.

We assume that the unique continuation property holds for this operatorA with respect
to the boundary hypersurfaceΣ.

The minimal domain of the definitionDm is the subspace of the first order Sobolev space
consisting of sections with vanishing boundary values. Even for this case, it is not easy to
determine the domain of the adjoint operator. It is a little bit bigger than the whole first
order Sobolev space. The Cauchy data spaceβ is included in the Sobolev space of order
−1/2 onΣ ([19]).

Then we assume thatA has a product form near the boundary hypersurfaceΣ in the
following sense.

LetN ∼= [0,1] × Σ is a neighborhood ofΣ and on this neighborhood, the operatorA

takes the form

A = σ

(
∂

∂t
+ B

)
,

whereσ is a bundle automorphism of the restriction ofE to N, and is independent from
the coordinate of the normal directiont ∈ [0,1]. It is also skew-symmetric and satisfies
σ2 = −Id. The operatorB is selfadjoint, first order elliptic operator on the vector bundle
E|Σ, also independent from the normal variablet and satisfies the relationσ◦B+B◦σ = 0 by
the symmetric assumption. Now we can characterize the Cauchy data space in the following
form.

Let {ek}k∈Z\{0}, ek > 0 for k > N0, ek < 0 for k < −N0 andek = 0 for |k| ≤ N0, k �= 0,
be the eigenvalues of the boundary operatorB and denote by{φk}k∈Z\{0} the corresponding
orthonormal eigensections. Then we define the spaces by

H+ =
{ ∑
k<0 finite sum

cjφj

}
, H− =

{ ∑
k>0 finite sum

cjφj

}
.
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Let λ± be the closure ofH± with respect to the±1/2 order Sobolev norm respectively,
then the direct sumλ+ + λ− = β [2,19].

Then letL± be the closures ofH± with respect to theL2-norm, then we have two
symplectic Hilbert spacesL2(M) andβ satisfying the conditions [CP1], [CP2] and [CP3]
in Section 5.2.

Remark 6.8. In the aboveExample 6.7, if the boundary of the manifoldM is divided
into two componentsΣ0 andΣ1, then the space of boundary valuesβ is also divided
into the sumβ = β0 ⊕ β1, whereβi is in the Sobolev space of order−1/2 onΣi (i =
0,1). Now the Cauchy data spaceγ(KerA∗) defines a closed symplectic transformation
S : D → β1, whereD = {x ∈ β0|∃y ∈ β1, (x, y) ∈ γ(KerA∗)} andS(x) = y, (x, y) ∈
γ(KerA∗). We should note that this follows from the unique continuation property, i.e.,
(β0 ⊕ {0}) ∩ γ(KerA∗) = {0}, and ({0} ⊕ β1) ∩ γ(KerA∗) = {0}. Also a selfadjoint
Fredholm extension is given by the Atiyah–Patodi–Singer boundary condition for the case
of the operators with product form near the boundary. Or more generally, even if it is not
of a product form near the boundary, there are such extensions by global elliptic boundary
conditions (see for example[28]).

6.2. Continuity of Cauchy data spaces

Let A be the symmetric operator as above satisfying the conditions [E1] and [E2]. Let
{Bt}t∈[0,1] be a continuous family of bounded selfadjoint operators on the Hilbert spaceL.
If each operatorA+Bt for t ∈ [0,1] satisfies the conditions [E1] “with a common domain”
D, i.e.,(A+Bt)

∗
|D = AD+Bt (t ∈ [0,1]) is selfadjoint and a Fredholm operator, and [E2],

then we have a family of Lagrangian subspaces{γ(Ker(A + Bt)
∗)}t∈[0,1] in β and each of

them andγ(D) is a Fredholm pair.

Proposition 6.9. The family {γ(Ker(A+ Bt)
∗)}t∈[0,1] is a continuous family. Hence it is a

continuous path in FΛγ(D)(β).

Proof. It will be enough to prove att = 0. So letTt : DM → L ⊕ Ker(A + B0)
∗

be a map defined byTt(x) = (A + B0)
∗(x) ⊕ π0(x), whereπ0 is a projection operator

π0 : DM → Ker(A + B0)
∗. Then sinceT0 is an isomorphism, for a sufficiently small

ε > 0 the mapsTt for 0 ≤ t ≤ ε are also isomorphisms. Hence we have Ker(A + Bt)
∗ =

(Tt)
−1({0} ⊕ Ker(A + B0)

∗), and that the family{Ker(A + Bt)
∗}0≤t≤ε is continuous at

t = 0 since the family{(Tt)−1}0≤t≤ε is a continuous family. �

Remark 6.10. If the operatorA∗
|D = AD has a compact resolvent and a Fredholm operator,

then for any selfadjoint bounded operatorB the sumA+ B satisfies the condition [E1].

Remark 6.11. In the case of the paper[12], the family (= the family of operators of
the form(6.1)) has varying domains{D} where the operator is realized as a selfadjoint
operator according to the each value of the parameter. But in this case the operator family
can be transformed into the above case of a fixed domain of the definition as a selfadjoint
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realization by a continuous family of unitary operators[26]. It would not be clear whether
we can do such transformations for the family of elliptic operators in the higher dimensions
(Example 6.7).

6.3. Spectral flow and Maslov index

Finally we just formulate an equality between “Spectral flow” and “Maslov index” arising
from the family of operators explained in the previous subsection.

Let F(L) be the space of bounded Fredholm operators defined on a Hilbert spaceL.
It is a classifying space for theK-group. Then the non-trivial component of the subspace
F̂(L) consisting of selfadjoint Fredholm operators, we denote it byF̂∗(L), is a classifying
space for theK−1-group (in the complex case) andKO−7-group (in the real case). Both
of their fundamental groups are isomorphic toZ [3]. These isomorphisms are given by an
integer, so called, the spectral flow for a family of selfadjoint Fredholm operators[2]. This
integer is also defined for continuous paths of selfadjoint Fredholm operators without any
assumptions at the end points[27]. We do not state the definition, but is given in a similar
way as the definition of the Maslov index we gave in this article, or rather it should be
thought of the initiating method which was given in the paper[27] to define the spectral
flow based on the basic spectral property of the Fredholmness of the operators.

Let L, A and {Bt}t∈[0,1] be as above, that is, the family {A + Bt} acting on the Hilbert
space L satisfies the conditions [E1] with a common subspace D on which the operators
(A+Bt)

∗
|D are selfadjoint and Fredholm. Then we see that (A+Bt + s)∗|D = AD+Bt + s

is also a Fredholm operator for sufficiently small |s| ) 1. Now instead of the condition
[E2] we assume a stronger property.

[E2′]: There exists an ε > 0 such that for each t ∈ [0,1] and |s| < ε, Ker(A + Bt +
s)∗

⋂
Dm = {0}.

Remark 6.12. Of course this condition is satisfied by Dirac type operators.

Under these assumptions [E1] and [E2′], and with the common domain of the definition
D for the selfadjoint Fredholm realization, we have the following theorem.

Theorem 6.13. The spectral flow for the family {AD + Bt}t∈[0,1] and the Maslov index of
the path of Cauchy data spaces {γ(Ker(A + Bt)

∗)}t∈[0,1] with respect to the Maslov cycle
γ(D) coincides.

We do not give a proof of this theorem. First it was proved in[12] that a coincidence
between “Spectral flow” and “Maslov index of boundary data” for a family of ordinary
differential operators (Example 6.6). In this case the family of ordinary differential operators
arises as the family of the Euler equations of the symplectic action integral which is defined
by two transversally intersecting Lagrangian submanifolds in a symplectic manifold and the
Maslov index in this case is of the finite dimension (see also[26]). Then it was proved in[33]
on three dimensional manifolds and generalized to higher dimensions in[25] for a family of
Dirac operators{At}t∈[0,1] with invertible operators at the end pointst = 0,1. In these cases
the Maslov indexes are that in the infinite dimension. We reproved the theorem in the above
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general form in[14]. There we also proved a general addition formula for the spectral flow
when we decompose a manifold into two parts. To prove it we apply our reduction theorem
in Section 4of the Maslov index in the infinite dimensions. Such types of the formula were
also investigated in several authors or believed to hold in a more general contexts[9,10,32].
In [14] we tried to make clear the meaning of the condition that the operators in the family
are of the form, so called, product form near the separating boundary manifold (Example
6.7). This kind of restriction for the family will correspond to a condition (excision pair)
assumed in the Mayer–Vietoris exact sequence of the singular homology theory.

Appendix A

In this appendix we gather up some of fundamental facts without proofs from the theory
of functional analysis, on which our arguments heavily rely. Because the objects we will
deal with are infinite dimensional spaces and their homotopical properties.

Our Hilbert spaces will be mostly real separable Hilbert spaces and the theorems we sum
up here are valid for both real and complex cases if we do not state particularly. So letH be
a separable Hilbert space with the inner product by〈•, •〉 and as usual we denote the norm
of the elementx ∈ H by ‖x‖ = √〈x, x〉.

A.1. Topology of operator spaces

Theorem A.1 (Kuiper’s Theorem).Let H be an infinite dimensional real (complex or
quaternionic) separable Hilbert space, then the group of linear isomorphisms, we denote
it by GL(H), is contractible. Note that the topology of GL(H) is defined by the norm con-
vergence and it is a topological group with this topology.

Corollary A.2. Let H be an infinite dimensional real (complex or quaternionic) separa-
ble Hilbert space, then the subgroup of GL(H) consisting of linear isomorphisms which
preserves the inner product is also contractible to a point. We will denote them by O(H)
(orthogonal group) for the real case,U(H) (unitary group) for the complex case and Sp(H)
(symplectic group) for the quaternionic case.

Theorem A.3 (Palais’s Theorem).Let B be a Banach space and we assume there is a
sequence of projection operators {πn}∞

n=1 onto finite dimensional subspaces Ln = πn(B)

such that Ln ⊂ Ln+1 and for each x ∈ B, {πn(x)} converges to x in the sense of norm, that
is, {πn}∞

n=1 converges to the identity operator in the strong sense. Then for each open set
O ⊂ B, the injection map j : ind-lim→πn(O) → O is a homotopy equivalence.

LetH be a real (or complex) Hilbert space, and by fixing a complete orthonormal basis
{xn}∞

n=1, we have inclusions of finite dimensional subspacesEn, whereEn is spanned by
{xi}ni=1. Also from these inclusions of subspaces we have inclusions of the general linear
groupsGL(n,R) (or GL(n,C)):

GL(n,R) ⊂ GL(n+ 1,R)
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and

GL(n,C) ⊂ GL(n+ 1,C)

in an obvious way. Then we have also inclusionsGL(n,R) → GLK(H) (in the complex
caseGL(n,C) → GLK(H)), where we denote

GLK(H) = {g ∈ GL(H)|g is of the form Id+ compact operator}
corresponding to each case.

Proposition A.4. The inclusion maps

j : ind-lim→GL(n,R) → GLK(H)

for the real case and

j : ind-lim→GL(n,C) → GLK(H)

for the complex case, are homotopy equivalences.

Appendix B. Spectral notions

LetA be a densely defined closed operator (bounded or not bounded) on a Hilbert space
H . Letλ ∈ C, thenλ is called a resolvent of the operatorA, if A− λ has a bounded inverse
defined on the whole spaceH . We denote the set of all resolvents byρ(A). The complement
C \ρ(A) is called spectrum ofA and we denote it byσ(A). Letλ ∈ σ(A), then ifA−λ has
a densely defined inverse, but not continuous, thenλ is called a continuous spectrum and
we denote the subset consisting of continuous spectra byCσ(A). Again letλ be inσ(A)
and assume thatA− λ is not invertible, that is{x ∈ H |(A− λ)(x) = 0} �= 0, then suchλ is
called an eigenvalue or a point spectrum. We denote the set of eigenvalues byPσ(A). The
element in the complement inσ(A) of the unionPσ(A)∪Cσ(A) is called residual spectrum,
and we denote them byRσ(A). Let λ ∈ Rσ(A), thenA − λ has an inverse, but the image
Im(A− λ) is not dense.

Now letA be a selfadjoint operator (bounded or not bounded), then we know that there
are no residual spectrum ofA, that is, the spectrumσ(A) = Cσ(A)∪ Pσ(A) andσ(A) ⊂ R.

We denote byσess(A) a subset ofσ(A), each of which element is called “essential
spectrum”, ifλ is an eigenvalue of infinite multiplicity or a continuous spectrum. IfA

is bounded selfadjoint, thenσ(A) is compact and‖A‖ = supt∈σ(A)|t|.
Let{Et}{t∈R} be a family of orthogonal projections defined on a Hilbert spaceH satisfying

following properties (Sp 1), (Sp 2), (Sp 3) and (Sp 4), then we call{Et}{t∈R} a spectral
measure:

(Sp 1) Et(H) ⊂ Es(H) for t ≤ s,

(Sp 2) Et is right strong continuous, that is, for each x ∈ H,

lim
0<δ→0

Et+δ(x) = Et(x),
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(Sp 3) lim
t→∞ Et(x) = x for each x ∈ H,

(Sp 4) lim
t→−∞ Et(x) = 0 for eachx ∈ H.

Theorem B.1 (Spectral Decomposition Theorem).Let A be a selfadjoint operator (bounded
or not bounded) defined on a Hilbert space H. Then there is a unique spectral measure
{Et}{t∈R} such that

A =
∫ ∞

−∞
t dEt.

Remark B.2. The domain D of the operator A is characterized as

D =
{
x ∈ H |

∫ +∞

−∞
|t|d‖Et(x)‖2 < ∞

}
.

Appendix C. Fredholm operators

LetH be a Hilbert space (or Banach space) and letT be a densely defined closed operator
with the domainD. We call a closed operatorT is a Fredholm operator, if it satisfies

dim Ker(T) is finite,

the image Im(T) = T(D) is closed,

dim Coker(T) = H/Im(T) is finite.

Remark C.1. For bounded Fredholm operatorsT we can prove that the imageT(H) is
closed from the finite codimensionality of it by making use of the open mapping theorem.

Let F(H) be the space of all “bounded” Fredholm operators defined on a Hilbert space
H .

Proposition C.2. The space F(H) is an open subset in the space of all bounded operators
B(H) with the topology of the norm convergence.

Let K(H) be the two-sided ideal consisting of compact operators inB(H), then the
quotient algebraB(H)/K(H) is called Calkin algebra. Ifπ denotes the natural projection
mapπ : B(H) → B(H)/K(H), then we have the following proposition.

Proposition C.3. π−1((B(H)/K(H))∗) = F(H), where (B(H)/K(H))∗ denotes the group
consisting of the invertible elements in the Calkin algebra B(H)/K(H).

For a Fredholm operator (closed or bounded)T we denote by ind(T) the difference

ind(T) = dim KerT − dim CokerT,
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and call it the “Fredholm index” of the operator. Especially for bounded Fredholm operators
T ∈ F(H) we have the following theorem.

Theorem C.4.

ind : F(H) → Z

is a locally constant function, in fact, it distinguishes the connected components (= path-wise
connected) of the space F(H).

Remark C.5.

(a) If H is finite dimensional, then the quantity ind(T) always vanishes. So this has an
only meaning in the infinite dimension.

(b) In the paper[7] a similar result for the connected components is proved for the space
of all closed Fredholm operators. The topology for such a space is introduced by
embedding it into the space of bounded operators on the product spaceH × H as
orthogonal projection operators onto the graphs.

Theorem C.6. Let K be a compact operator on H and T be a bounded Fredholm operator,
then T +K is also a Fredholm operator and

ind(T +K) = indT.

Appendix D. Existence of a compatible symplectic structure

Proposition D.1. Let (H, (•, •))be a real Hilbert space andω a bounded and non-degenerate
skew-symmetric bilinear form on H. Then we can replace the inner product by another one
〈•, •〉 such that (H, ω, 〈•, •〉, J) is a compatible symplectic Hilbert space.

Proof. LetA be the operator defined by

ω(x, y) = (A(x), y).

ThenA is bounded, skew-symmetric and invertible. Put|A| = √
tA ◦ A, and the new inner

product by〈x, y〉 = (|A|(x), y). By this inner product we can expressω(x, y) = 〈J(x), y〉,
whereJ = |A|−1 ◦ A. Now J2 = |A|−1 ◦ A ◦ |A|−1 ◦ A = |A|−2 ◦ A2 = −Id, and also
〈J(x), J(y)〉 = (|A| ◦ |A|−1 ◦A(x), |A|−1 ◦A(y)) = (|A|−1tA ◦A(x), y) = (|A|(x), y) =
〈x, y〉. �

Corollary D.2. Let H be a symplectic Hilbert space and we assume that H is polarized
by two Lagrangian subspaces λ and µ : H = λ ⊕ µ. Then there is an inner product with
which the symplectic structure is compatible and the decomposition is orthogonal.

Proof. In the above proof we can assume that the subspacesλ andµ are orthogonal with
respect to the inner product(•, •). Then the operatorA, (A(x), y) = ω(x, y)mapsλ toµand
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µ toλ. HencetA◦A and its square root keep the subspacesλ andµ invariantly, so that with
the new inner product(|A|(x), y) the Lagrangian subspacesλ andµ are again orthogonal.
So the new inner product(|A|(x), y) gives us the compatible symplectic structure. �
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